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ABSTRACT

The introduction of affordable wearable cameras and eye
trackers have led to a massive amount of egocentric (or first-
person view) videos, bringing new challenges to the com-
puter vision community for understanding and leveraging the
specificities of the egocentric view. This work proposes a
novel approach for unsupervised activity segmentation that
detects frames corrupted by ego-motion and estimates ac-
tion boundaries using kernel change-point detection. The
approach leverages the visual characteristics of egocentric
videos to improve segments’ temporal accuracy. We report
state-of-the-art performances for unsupervised approaches
on two challenging large-scale datasets of untrimmed ego-
centric videos, EGTEA and EPIC-KITCHEN-55, and on the
standard third-person view dataset, 50Salads.

Index Terms— Temporal Activity Segmentation, Tem-
poral Activity Localization, Egocentric Video Understanding,
Kernel Change Point Detection

1. INTRODUCTION

Unsupervised action segmentation aims to automatically de-
tect temporal actions boundaries in videos and classify them
into action categories (including background segments that do
not contain relevant high-level actions), which is needed for
various tasks related to the understanding of human activity
in videos [1].

Egocentric videos are recorded by cameras, usually
mounted in people’s heads, body or equipment. They could
be used for life recording, educational content creation or
clinical applications. They offer rich intrinsic information
that is not available in exocentric videos, such as cues of
the camera wearer’s gaze, cues to head and body movement,
occlusion-free interactions with objects, and a clear view of
the hand pose [2, 3]. Although these specificities can be
exploited for action segmentation, the lack of global context
and the presence of ego-motion due to camera movements can
potentially degrade the performances of available approaches
relying on optical flow extraction [4].

Supervised approaches have received a lot of attention
to address temporal segmentation of videos. For instance,
transformers-based models [4] and two-stream temporal

convolutional networks [5] have been used to model long-
range time dependency across the video, potentially post-
processing the output segmentation using graph-based mod-
els [6]. Weakly-supervised approaches have been proposed to
mitigate the cost of annotations and their subjectivity and use
either the ordered sequence of actions [7], sparse annotations
e.g. labelling only an arbitrary frame within each action seg-
ment [8], or human-generated information such as speech or
captions [9]. However, these approaches follow a paradigm
that relies heavily on training data, which limits their practi-
cal value and requires high-quality image-level annotations at
the cost of significant, time-consuming and unscalable human
effort.

To circumvent this problem, unsupervised approaches
have recently emerged. Some work uses alternate self-
supervised learning of visual and temporal appearance rep-
resentations of the frames of multiple videos of the same
activity before clustering them to obtain the action segmen-
tation [10]. These two steps can be merged to learn an
embedding space while jointly clustering the frames rep-
resentation using a temporal optimal transport module that
preserves detected actions ordering [11]. In the same spirit,
actions in multiple videos can be co-localized by iteratively
optimizing a clustering of the video frame representation and
the localization of action boundaries [12]. However, these
works make the restrictive assumption that several videos of
the same activity are available. A state-of-the-art approach,
TW-FINCH, overcomes this limitation by building a time-
weighted nearest-neighbor graph from the frame embedding,
and discovers action segments by applying a recursive hier-
archical clustering algorithm. Connected components of the
graph form clusters with similar appearances [13]. However,
it is assumed that the camera is fixed, which might limit their
performances on egocentric content.

To the best of our knowledge, our work is the first unsu-
pervised action segmentation method (without any supervi-
sion or training) dedicated to egocentric videos. In this work,
we hypothesized that in egocentric videos, actions should ap-
pear as a succession of frames with similar visual appearance
(e.g., containing the same objects). Therefore, we expect fea-
tures extracted from the images to have high intra-segment
similarities and low inter-segment similarities. Conversely,
in egocentric videos, the background segments are expected



to be composed of a succession of images with low inter-
segment similarities (e.g., due to head or body movements
resulting in motion blur in the frames).

The main contributions of this work include a simple yet
effective end-to-end approach for unsupervised activity seg-
mentation of long untrimmed videos, blind to action classes
and leveraging the specificities of egocentric videos using an
ego-motion detection procedure that improves its accuracy.

2. METHOD

Given a video containing N frames, and a vocabulary of
Nactions actions, we aim to find a set of actions boundaries
{θ1, ..., θP } with θi = (θstarti , θendi ) ∈ [1, N ]2 and θstarti <
θendi , and their action classes {c1, ..., cP } ∈ [1, Nactions]

P .
Note that in the following, P is the unknown number of ac-
tion segments in the video and Nactions, the known number
of different actions in the video.

2.1. Feature extraction and Gram matrix computation

The first step of our pipeline consists in extracting features
from the N video frames. For this purpose, we use as an
off-the-shelf feature extractor the penultimate layer of a pre-
trained Resnet152 model [14]. We opted for a Resnet152
model as it was trained on Imagenet, which only contains
static images and is therefore expected to build poor repre-
sentations of blurry frames, which is a desirable property in
this work. As a result, the video is transformed into a set of
feature vectors X = {x1, ..., xN} ∈ RD, with D = 1000.

As stated in the introduction, we aim to perform action
segmentation by relying on similarities/dissimilarities of the
frames. To this end, we construct the Gram matrix defined as

Ki,j =
xT
i xj√

∥xi|∥∥xj |∥
(1)

where the cosine similarity coefficients are comprised be-
tween -1 and +1. As illustrated in Figure 1, this matrix
provides important essential for the temporal segmentation of
the video. Diagonal blocks of high similarities encode seg-
ments of frames with consistent visual appearances, expected
to be associated with atomic actions. Extra-diagonal blocks
of high similarities encode redundant actions happening be-
fore of after in the video. Finally, diagonal blocks with low
similarity values are associated with successive frames with
different appearances, which is hypothesized to be caused
by ego-motion. The latter are associated with background
segments as they usually do not contain actions.

2.2. Preliminary detection of background frames

The Gram matrix K can be used to detect frames with a low
local similarities, which will be labelled as belonging to the

background class. A frame i is said to have low local similar-
ity if

max

{
mean

|j−(i−∆)|<δ
Ki,j , mean

|j−(i+∆)|<δ
Ki,j

}
< α, (2)

with α = 0.75, ∆ = 0.5 sec, and δ = 0.1 sec. This step
results in a binary mask with 1 for background frames and
0 otherwise. A final smoothing of this binary mask is ap-
plied, such that isolated consecutive background frames with
lengths less than 0.15 sec are removed from the set of back-
ground frames, while gaps of size less than 0.3 sec surrounded
by background frames are labelled as background.

2.3. Temporal action boundaries estimation through ker-
nel change-point detection

In order to segment the video, we rely here on a change-point
detection method [15] using a kernel cost function [16].

Let us consider that the feature vectors xi were mapped
onto a reproducing kernel Hilbert space (RKHS) H associ-
ated with the cosine similarity kernel k(., .) : RD × RD →
R. The function ϕ : RD → H that maps a feature vec-
tor to its embedding in the RKHS is implicitly defined by
ϕ(x) = k(x, .) ∈ H, resulting in the following inner-product
and norm: < ϕ(xi)|ϕ(xj) >H= k(xi, xj) and ∥ϕ(xi)∥2H =
k(xi, xi).

The approach consists in finding mean-shifts in the
mapped signal (ϕ(x1), ..., ϕ(xN )) by minimizing the fol-
lowing objective function:

V (t1, ..., tP ) =

P∑
p=0

tp+1−1∑
t=tp

∥ϕ(xt)− µ̄tp,...,tp+1∥2H, (3)

where µ̄tp,...,tp+1
is the empirical mean of the segment

(ϕ(xtp), ..., ϕ(xtp+1
), and t1, ..., tP the ordered change point

indexes. Note that thanks to the kernel tricks, all terms in (3)
can be expressed with the matrix Ki,j

Since the number of change points is not known before-
hand, a regularization term is added to form the penalized
optimization problem

P̂ , {t̂1, ..., t̂P } = argminP,t1,...,tp V (t1, ..., tp) + λP, (4)

with λ > 0 the smoothing parameter and P̂ the number of
estimated change points. A fast and efficient resolution of
this optimization problem is obtained in O(N) using dynamic
programming and the PELT method [17].

Note that frames belonging to the background segments
(identified in Step 2) are withdrawn before performing the
change-point detection procedure to avoid the presence of
outliers in the data that could false the detection. After the
segmentation procedure, the background segments boundary
indexes are added to the set of estimated change points.



Fig. 1. Sample Gram matrix, ground-truth (GT) segmenta-
tion, and sample frames.

2.4. Clustering of the segments

We use a clustering procedure to assign a class value to each
segment. First, the feature vectors of dimensions D = 1000
are reduced to 100 dimensions using a Principal Component
Analysis (PCA). We then use the standard K-means algorithm
to assign each frame to one of the Nactions activity clusters.
Finally, each segment is associated with the cluster index that
is the most represented within the segment.

Note that, similarly to the segmentation step, we remove
the background frames before performing the clustering pro-
cedure, thus avoiding the presence of outliers.

2.5. Final detection of background segments

After this process, some background frames may still be
present in the retrieved segments. To remove these spurious
frames from the set of actions, we use a byproduct provided
by the clustering procedure, i.e. the silhouette score of each
segment [18]. For each feature vector xi we compute a
silhouette score defined as

S(xi) =
sCi

(xi)−sC̃i
(xi)

max{sCi
(xi),sC̃i

(xi)} , (5)

with sC(xi) = 1
|C|

∑
j∈C Kij being the mean similarity be-

tween xi and the other xj from cluster C, and Ci and C̃i

being respectively the cluster assigned to xi and the next
closest cluster to xi. If the average silhouette score within an
action segment is lower than a standard deviation below the
average silhouette value, the segment is labelled as a back-
ground segment. In practice, we found that this segment’s
post-processing step removes segments corresponding to
transitions between activities, hence being poorly associated
with well-defined activity clusters.

3. EXPERIMENTAL SETTINGS

3.1. Datasets

We tested our approach on two large-scale datasets of ego-
centric videos EGTEA [19] and EPIC-KITCHEN-55 [20],
which are considered challenging because they contain videos
longer than 10 minutes with over 100 actions per video. The
EGTEA dataset consists in 86 videos and has a total du-
ration of 29 hours, with a large proportion of background
frames ((45%). The EPIC-KITCHEN-55 data set consists of
55 hours of unscripted activities of daily living. Since the
ground-truth of the test set is not available, we followed stan-
dard practice and report the results on participants 26 to 37 of
the training set (130 videos; with 27% of background frames)
[6]. In addition to these two datasets, we provide results for
the exocentric dataset 50Salads [21], which consists in 50
videos in third-person view of 25 different actors performing
a cooking activity, with a total duration of approximately 4.5
hours and 14% of background frames.

3.2. Performance metrics.

Following standard unsupervised approaches [13], we used
the Hungarian matching algorithm to match the predicted ac-
tions cluster to the ground truths activities [22]. We evaluated
the performance of our approach using standard segment-
wise metrics, namely the f1@{10, 25, 50} score. For this
metric, a predicted segment is labelled as correct only if the
action class is correct and if the overlap with a potential
ground truth action is higher than k%, with the overlap mea-
sured with the intersection over the union. We also report
standard frame-wise metrics, namely the accuracy measured
as the mean over frames (MoF), and the edit score.

3.3. Implementation details.

To be consistent with the other benchmark methods, we eval-
uated our approach on the verbs, actions, and eval classes
of EGTEA, EPIC-KITCHEN-55, and 50Salads, respectively,
and assumed that the number of actions Nactions in the videos
was known [9]. We compared our approach with the two re-
cent supervised (m-GRU+GTRM; [6] and unsupervised (TW-
FINCH; [13]) SoTA approaches. We used the author’s source
code of TW-FINCH, without change of parameters and used
the Resnet 152 feature vectors to evaluate their performances.
The video duration differences between the three datasets re-
quire different values of the penalty parameter λ in the equa-
tion (4), which is proportional to the number of video frames,
with a value λ = 10 for feature vectors of size N = 3000.
The source code is available and can readily be applied to
long untrimmed videos.

https://github.com/samperochon/unsupervised_action_segmentation_of_untrimmed_egocentric_videos_ICASSP2023


4. RESULTS AND DISCUSSION

Table 4 shows the performance of our approach on the bench-
mark datasets. The supervised approach performed better on
EGTEA, with for instance, an f1@10 score of 41.6 against
24.3 for method, and 12.9 for TW-FINCH. However, we
outperformed TW-FINCH by achieving f1 scores 2 to 6
times higher when tightening the overlap constraints, with
a f1@50 gain of 10 (2.4 → 12.4)), demonstrating its ad-
vantages over SoTA unsupervised approaches. As for the
EPIC-KITCHEN-55 dataset, both unsupervised approaches
outperformed the supervised one, with e.g. a f1@50 gain of
10.7 (10.7 → 21.4)) for our method, showing that the use
of labelled training data is not always necessary. However,
the performance between the unsupervised approaches need
to be qualified as our approach only reached the best per-
formances in MoF (43.7% against 42.8% for TW-FINCH)
and in the most constrained f1@50, while the f1@10 and
f1@25 are more advantageous for TW-FINCH (42.0 → 51.7
and 35.7 → 40.5, respectively). The difference is mainly
due to the fact that this dataset, compared to EGTEA, con-
tains more short actions (e.g. the median duration of actions
are 1.45s and 2.1s, respectively). However, as illustrated in
Figure 2, TW-FINCH tends to output actions segment with
little variation in duration, thus avoiding potential false de-
tections of short actions, unlike our approach, which tends to
detect actions of any length and, therefore, may suffer from a
larger number of false positives. This effect decreases when
the overlap constrain is 50% as TW-FINCH, therefore, has
less true positive and more false negative. As can be seen,
our approach outperforms TW-FINCH on 50Salads for the
f1 measures by 2.8 (37.7 → 40.5) 3.2 (34.0 → 37.2) and
1.4 (23.1 → 24.5) for the f1@10, 20, and 50, respectively.
This demonstrates that our approach can be used for third-
person view videos which were not the main focus of this
work. Notably, this shows the robustness of the background
detection steps of our approach, which did not detect a lot of
background segments in a dataset that contains only 14% of
them.

For the datasets with egocentric videos, which is the focus
of this work, the performances improvement compared to the
SoTA approach TW-FINCH is correlated with the percent-
age of background frames, which highlights the efficiency of
our background detection steps. Indeed, an ablation study on
the EGTEA dataset suggested that the averaged segmental
f1 measure improved by 8.03 when discarding background
segments before the change-point detection step, suggesting
its importance both to enhance the kernel-change-point step,
and to identify the background segments in a robust way.

Additionally, our approach seems more appealing for
applications requiring larger temporal accuracy, as demon-
strated by its larger f1@50 performance gains on all bench-
marked datasets. Interestingly, the performance gap between
supervised and unsupervised approaches shrinks or disap-

Fig. 2. Cropped segmentation of two videos of the EGTEA
[19] dataset, illustrating the ability of our approach to delimit
action segments of various duration.

pears in the case of egocentric datasets, showing that the
segmentation of egocentric videos is more challenging and
can be addressed with unsupervised method. Finally, our ap-
proach has the same advantageous computational complexity
than TW-FINCH in O(N2) (due to the clustering step).

Methods f1@10 f1@25 f1@50 Edit MoF
EGTEA

m-GRU+GTRM[6] 41.6 37.5 25.9 41.8 69.5
TW-FINCH[13] 12.9 6.7 2.4 12.3 33.7

Ours 24.3 19.9 12.4 26.0 36.0
EPIC-KITCHEN-55

m-GRU+GTRM[6] 31.9 22.8 10.7 42.1 43.4
TW-FINCH[13] 51.7 40.5 21.2 39.8 42.8

Ours 42.0 35.7 21.4 32.4 43.7
50Salads

m-GRU+GTRM[6] 77.4 74.6 65.3 67.8 85
TW-FINCH[13] 37.7 34.0 23.1 32.6 40.4

Ours 40.5 37.2 24.5 26.1 36.2

Table 1. Performances on the three datasets tested. Light-
grey indicates the supervised approach [6], and in grey our
and a SoTA unsupervised approach TW-FINCH.

5. CONCLUSION

We presented a fast and efficient method for the unsuper-
vised temporal segmentation of actions in long untrimmed
videos. We demonstrated that simple heuristics leveraging
ego-motion cues could lead to competitive results for the
temporal segmentation of egocentric contents while preserv-
ing the approach’s interpretability. We obtained promis-
ing performances on three benchmark datasets, proving the
change-point detection framework’s efficiency to propose rel-
evant action segments of different durations, and the benefits
of detecting background frames when segmenting egocentric
videos. This approach has numerous potential applications,
e.g., in clinical settings for assessing the interpersonal behav-
ioral differences when performing standardized tasks.
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