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Abstract—Objective: In this paper, we present an original decision support algorithm to assist the anesthesiologist’s delivery of drugs to maintain the optimal Depth of Anesthesia (DoA). Methods: Derived from a Transform Predictive State Representation algorithm (TPSR), our model learned by observing anesthesiologists in practice. This framework, known as apprenticeship learning, is particularly useful in the medical field as it is not based on an exploratory process—-a prohibitive behavior in healthcare. The model only relied on the four commonly monitored variables: Heart Rate (HR), the Mean Blood Pressure (MBP), the Respiratory Rate (RR) and the concentration of anesthetic drug (AAFI). Results: Thirty-one patients have been included. The performances of the model are analyzed with metrics derived from the Hamming distance and cross entropy. They demonstrated that low rank dynamical system had the best performances on both predictions and simulations. Then, a confrontation of our agent to a panel of six real anesthesiologists demonstrated that 95.7% of the actions were valid. Conclusion: These results strongly support the hypothesis that TPSR based models convincingly embed the behavior of anesthesiologists including only four variables that are commonly assessed to predict the DoA. Significance: The proposed novel approach could be of great help for clinicians by improving the fine tuning of the DoA. Furthermore, the possibility to predict the evolutions of the variables would help preventing side effects such as low blood pressure. A tool that could autonomously help the anesthesiologist would thus improve safety-level in the surgical room.

Index Terms—predictive state representation, apprenticeship learning, depth of anesthesia, closed-loop control

I. INTRODUCTION

In the early 2010’s, the 4th National Audit Project (NAP4) estimated that 2.9 million General Anesthesia (GA) were performed annually in the UK [1]. As this practice carries risks (cardiovascular complication [2], cognitive dysfunction [3] and postoperative delirium [4]), a sustained and intense attention of the anesthesiologists is imperative to evaluate the level of consciousness of the patient, also referred to as the Depth of Anesthesia (DoA). However, its precise estimation remains an open problem and a constant monitoring of many physiological variables such as heart rate or blood pressure is needed to prevent complications. Since this large amount of information is intractable for the human brain, modern monitors provide multiple auditory and visual warnings, to inform and alert anesthesiologists when physiological variables begin to deteriorate. Unfortunately, those additional indications, while originally meant to help, tend to cause information overload [5], and often fail to be fully processed. Moreover, due to the global problematic of cost efficiency and human resource limitations, it has become common for anesthesiologists to manage two surgical rooms at the same time [6]. In this context, the development of autonomous agents, which assist the anesthesiologists managing the delivery of drugs during a GA has become crucial to ease the decision making process, reduce the daily workload and personalize the anesthetic administration, all of this allowing a potentially significant improvement in care.

Several methods have been introduced to fully automate a particular task using closed-loop control models. These methods are used in many fields and cover a wide range of applications [7], [8], [9], [10]. The automation of the delivery of drugs in anesthesia is one of them [11], [12], [13], [14]. Conventional control techniques have been proposed, such as proportional integral-derivative control [15]. However, these methods perform poorly when applied to processes with variable time delays, nonlinearities, and non-negligible process noise [16]. More advanced techniques commonly associated with intelligent systems were studied, including bayesian filtering [17], fuzzy control [18], and reinforcement learning algorithms as markov decision processes [19], [20]. The latter are receiving significant interest in the medical community [21], [22] as they provide efficient models and strong training patterns for autonomous agent that are mathematically sound and have already proven their usefulness in other areas (e.g. robotic programming [23], [24]). However, the definition of a proper and accurate reward function – a mandatory part of reinforcement learning methods – is nearly intractable for complex problems [25]. Moreover, while the free exploration of the policies space is a key part of the learning process in reinforcement learning algorithms, this is a prohibitive behavior in healthcare.

The use of apprenticeship learning (also called learning by watching, imitation learning, learning from demonstration) [26] permits to overcome these drawbacks as the learning process in this framework only need observations of experts without the need for exploration. Moreover, models derived from Predictive State Representations (PSRs) [27], such as Transformed PSRs (TPSRs) [28], rely entirely on observable quantities – an especially desirable property when the underlying latent state (in this case, consciousness) is complex and poorly understood. Based on spectral learning algorithms, TPSR increases the compactness of the space of relevant states. From a mathematical perspective, many theoretical results demonstrate the rich expressiveness of these models. For instance, [27] – influenced by [29] – showed that PSRs are as...
In this study, we introduce a novel decision support tool that predicts in real-time whether anesthesiologists should reduce the drug dose, do nothing or increase the drug dose given previous sequences of actions and observations (see Fig. 1 for an illustration). To this end, we combine Apprenticeship Learning principles and TPSR model to solve major problems of control techniques. The resulting approach presents significant advantages, including the fact that the model learns “how anesthesiologists do”, instead of trying to learn a complex model of consciousness and deducing “how anesthesia should work”. Another major contribution is that our model only relies on a high-resolution recording of the Heart Rate (HR), the Mean Blood Pressure (MBP), the Respiratory Rate (RR) and the concentration of anesthetic drug (AAFi). These four variables are constantly influenced by the drug and are mandatory monitored, making the resulting model suitable for daily use. We also introduce a simple algorithm to homogenize the acquired physiological data and decrease the intra-patient variability. Indeed, the patient’s age and gender, as well as disease and surgical intervention are known to affect response to anesthetics [30]. Finally, models were evaluated 1) quantitatively with metrics derived from the Hamming distance and cross entropy 2) with a confrontation to six real anesthesiologists on three cases. This confrontation provides additional metrics to fully evaluate our model and is a mandatory prerequisite for medical application.

This paper is organized as follows. We recall the PSR model and its learning process in Section II. Then, we introduce our main contribution, the construction of a TPSR-based autonomous agent to assist the anesthesiologists managing the delivery of drugs during a GA. (Section III-C). We also define and discuss our methodology and preprocessing choices. In Section III-D we assess the performance of the model with respect to multiple different metrics (Section III-D) and with three evaluations done by a panel of experts in anesthesiology (Section III-E). Finally, the performances, advantages and drawbacks of our approach are discussed in the last section (Section V).

II. Predictive State Representation

From the angle embraced in this paper we consider a GA as a discrete-time dynamical system where at each time step, the environment (i.e. the patient) generates observable data (i.e. physiological variables) from a set $O$. Recorded by a medical device, these data are transmitted to the agent which takes an action from a set of possible actions $A = \{0, 1, 2\} = \{\text{reduce the drug dose, do nothing, increase the drug dose}\}$. Finally, the environment moves to an (unknown) hidden state and produces new observations.

In the present work, we used PSR based models to learn this system. The algorithm of PSR was first introduced by [27]. The authors showed the advantages of this model over Markovian approaches and discussed the improvement brought by possible non-linear models. Following this idea, [31], [32] have focused on improving the learning process of the PSR models. The algorithm used in this paper, called Transformed Predictive State Representations (TPSR), was introduced in [28], where the authors presented the multiple advantages over PSRs, namely removing the problems of local minima in the associated minimization problem and producing a more compact representation. This mathematical model is described below; we refer to [27]–[29], [33] for an in-depth presentation.

A. Background on PSR and TPSR

A linear PSR can be seen as a complete description of a dynamical system. Formally, it consists of two infinite countable sets $\mathcal{H}$ and $\mathcal{T}$ and a system-dynamics matrix $\mathcal{D}$ defined as follows:

- The elements of $\mathcal{H}$ (resp. $\mathcal{T}$), called histories (resp. tests) and referring to the past (resp. the future), are defined by
  \[
  \mathcal{H} := \{h \in (A \times O)^k \mid k \in \mathbb{N}\},
  \]
  \[
  \mathcal{T} := \{\tau \in (A \times O)^\ell \mid \ell \in \mathbb{N}_+\}.
  \]

In other words, they consist in an ordered sequences of action-observations pairs $(a, o) \in A \times O$, denoted by $h = a_1 o_1 a_2 o_2 \cdots a_k o_k$ (resp. $\tau = a_1^o a_2^o a_3^o \cdots a_\ell^o$).

- The system-dynamics matrix $\mathcal{D}$, containing an infinite number of columns and rows, has its elements equal to
  \[
  \mathcal{D}(\tau_i, h_j) = D_{i,j} := p(\tau_i \mid h_j) = \frac{p(h_j, \tau_i)}{p(h_j)},
  \]
  where $p$ denotes the probability associated with the law of the dynamical system for all pairs $(\tau, h)$ in $(\mathcal{T} \times \mathcal{H})$ – in other words, $p(\tau_i \mid h_j)$ denotes the probability of observing $\tau_i$ in the future given that $h_j$ was observed in the immediate past. If $p(h_j) = 0$ we set $p(\tau_i \mid h_j) = 0$. The rank of $\mathcal{D}$ characterizes the complexity of the system and is commonly referred to as its linear dimension.

- Any family $Q := \{q_1, \cdots, q_k\}, k \in \mathbb{N}$, of linearly independent columns of $\mathcal{D}$ is called a sufficient set of core tests (core set for short) if $|Q| = \text{rank}(\mathcal{D})$ ($|\cdot|$ denotes the cardinality of a set). The elements of the core set form a base of the vector space spanned by the columns of $\mathcal{D}$. Therefore,
for any $\tau \in \mathcal{T}$, there exists an unique weight vector $m_\tau$ such that for all $h$

$$D(\tau, h) = p(\tau \mid h) = m^T_\tau p(Q \mid h).$$

(2)

In this equation, $p(Q \mid h)$ is called the belief vector and is defined as

$$p(Q \mid h) := \begin{cases} p(q_1 \mid h), \ldots, p(q_i \mid h) \end{cases}^T \quad \text{if} \quad h \neq \emptyset, $$

$$p(Q \mid \emptyset) := \mathbf{m}_0 \quad \text{otherwise},$$

with $\mathbf{m}_0$ denoting the (unknown) initial condition of the system and $\emptyset$ being the empty history. Similarly, we define $D(Q)$ as the submatrix of $D$ that contains the columns relative to the core set i.e.

$$[D(Q, h)]_i = p(Q \mid h)_i = p(q_i \mid h) \quad \text{(see Fig. 2)}.$$ 

**Discovery problem:** Finding a core set is called the discovery problem. This is important as for any such $Q$, the knowledge of $D(Q)$ -- as well as the initial distribution $\mathbf{m}_0$ -- is enough to fully describe the dynamical system [34].

There are two main approaches to solve this problem and learn PSRs [35]. The first one is a discovery-based technique (e.g. [36], [37], [38]) leading to an explicit knowledge of $Q$. The second one is a subspace-based technique which is used in this paper and referred to as Transformed PSRs (TPSRs). The latter uses spectral methods to find a subspace isomorphic to the vector space generated by $Q$ instead of determining $Q$ exactly. To use TPSR model, we applied the spectral algorithm introduced in [35] which learns several matrices (namely $B_{ao}$, $b_\infty$ and $b_*$, defined below) from sequences of action-observation pairs. This algorithm provides compact and accurate models and permits to predict the most likely future sequences of actions and states efficiently.

We now recall the matrices involved in the algorithm of [35]. For $\mathcal{H}_0 \subset \mathcal{H}$ and $\mathcal{T}_0 \subset \mathcal{T}$, two finite subsets, let define

- $P_\mathcal{H} \in \mathbb{R}^{[\mathcal{H}]}$ that contains the probability of every event in $\mathcal{H}$ i.e. $P_\mathcal{H}(h_j) = [P_{\mathcal{H}}]_{i,j} := p(h_j)$.

- $P_{\mathcal{T} \times \mathcal{H}} \in \mathbb{R}^{[\mathcal{T} \times [\mathcal{H}]}$ where entry $(i,j)$ is the joint probability of $(h_j, \tau_i)$ i.e. $P_{\mathcal{T} \times \mathcal{H}}(\tau_i, h_j) = [P_{\mathcal{T} \times \mathcal{H}}]_{i,j} := p(h_j, \tau_i)$.

- $P_{\mathcal{T} \times \mathcal{H} \times \mathcal{A}} \in \mathbb{R}^{[\mathcal{T} \times [\mathcal{H} \times \mathcal{A}]}$ (one matrix for each unique pair $ao$) where entry $(i,j)$ of $P_{\mathcal{T} \times \mathcal{H} \times \mathcal{A}}$ is the probability of the history $h_j$, the next action-observation pair $ao$, and the subsequent test $\tau_i$ i.e. $P_{\mathcal{T} \times \mathcal{H} \times \mathcal{A}}(\tau_i, h_j) = [P_{\mathcal{T} \times \mathcal{H} \times \mathcal{A}}]_{i,j} := p(h_j, ao, \tau_i)$.

Let $k \in \mathbb{N}$ and $a_1 \circ \ldots \circ a_k \in (\mathcal{A} \times \mathcal{O})^k$. For any $t \leq k$, let $h_t = a_1 \circ \ldots \circ a_t$ and $b_t = p(Q \mid h_t)$ the associated belief vector. Thus, the belief vector at time $(t + 1)$ can be expressed as $b_{t+1} = p(Q \mid h_{t+1})$. The equation binding $b_t$ and $b_{t+1}$ is called the update rule and is given by

$$b_{t+1} = \frac{B_{ao} b_t}{b^T_{\infty} B_{ao} b_t},$$

(4)

where

$$\begin{cases}
B_{ao} = U^T P_{\mathcal{T} \times \mathcal{H}} (U P_{\mathcal{H} \times \mathcal{A}})^\dagger \\
b^T_{\infty} = P^T_{\mathcal{H}} (U^T P_{\mathcal{H} \times \mathcal{A}})^\dagger \\
b_* = U^T P_{\mathcal{T} \times \mathcal{H}} 1_{|\mathcal{H}|}
\end{cases}$$

(5)

Here, $1_{|\mathcal{H}|}$ is the ones-vector of length $|\mathcal{H}|$, $\dagger$ denotes the Moore–Penrose pseudo inverse and $U$ contains the left singular vectors of $P_{\mathcal{T} \times \mathcal{H}}$.

**Predictions:** With the previously defined matrices, for any sequence of $u$ (action, observation) pairs ($u \in \mathbb{N}_+$), we have

$$\begin{cases}
p(a_{t+1} \circ a_{t+1} \mid h_t) = b^T_{\infty} B_{ao} a_{t+1} b_t \quad \text{(for } u = 1),
p(a_{t+1} \circ a_{t+1} \circ \ldots \circ a_{t+u} a_{t+u} \mid h_t) = b^T_{\infty} B_{ao} a_{t+u} \ldots B_{ao} a_{t+1} b_t.
\end{cases}$$

(6)

This equation is the key to provide an estimator of the probability $p(\cdot)$.

For further discussion on those equations, we refer the reader to the work of [33] where theoretical aspects and relation to the matrices of PSRs were discussed. The methodology to predict actions and/or observations in GA is discussed Section III.

B. Methodological choices

In this subsection, we present our strategy to adapt the TPSR to the problem of closed-loop control of anesthesia. Namely, the introduction of new variables to control the maximal length of each sequence and the use of specific algorithms to compute the different matrices.

**Maximal length of a sequence:** The computation of the matrices $\overline{T}$ and $\overline{H}$ is intractable in practice as they are indexed over an infinite set. To circumvent this problem, we introduced $M_h \in \mathbb{N}_+$ (resp. $M_T \in \mathbb{N}_+$) the maximal length of each history (resp. each test) and restricted ourselves to the learning of $\mathcal{H}_{M_h} := \{h \in (\mathcal{A} \times \mathcal{O})^k \mid k \in \mathbb{N}_< M_h\}$ and $\mathcal{T}_{M_T} := \{\tau \in (\mathcal{A} \times \mathcal{O})^l \mid l \in \mathbb{N}_< M_T \setminus \{0\}\}$. With such a restriction we assumed that $\mathcal{H}_{M_h}$ was sufficient i.e. it allowed to solve the discovery problem – this hypothesis was validated by our experimental results (Section III-C). In the following, we referred those two sets by $\mathcal{H}$ and $\mathcal{T}$ to simplify the notation. It is worth noting that

$$|\mathcal{H}| \approx ((n_{th} + 1)^4 |\mathcal{A}|)^{M_h},$$

and that the same can be stated for $\mathcal{T}$. Consequently, both sets grow exponentially with $M_h$ and $M_T$. The two numbers $M_h$ and $M_T$ were considered as parameters of the problem.
Ties were broken at random.

vectors \( \hat{\mathbf{a}} \) and \( \hat{\mathbf{o}} \) an illustration is provided in Fig. 3.

\[ \hat{\mathbf{a}} = (0, 1, 2, 0, 1, 2, 2, 2, 2, 0, 1, 2, 0, 1, 2, 0, 1, 2). \]

\[ \hat{\mathbf{o}} = (0, 2, 1, 0, 0, 0, 1, 1, 1, 2, 2, 2, 0, 1, 2, 0, 1, 2, 0, 1, 2). \]

Figure 3: a) Sequence of action in \( A \) and sequence of observations in \( O \). Each shade of red (resp. green) represent a different action (resp. observation). b) Extraction of unique tuples of (actions, observations) of size 2, 3 and 4. c) Example of estimation of the probability of a test of size 2 given all possible histories.

Algorithm 1 Learning problem

1: Input : \( M \) preprocessed trajectories \( (\hat{\mathbf{S}}_{1}, \cdots, \hat{\mathbf{S}}_{M}) \), integers \( M_{H}, M_{T}, R \)
2: Output : \( \hat{\mathbf{b}}_{\infty}^{\mathbf{a}} \) and \( (\hat{\mathbf{B}}_{\mathbf{a} \mathbf{o}})_{\mathbf{ao}} \)
3: \( N \leftarrow \sum_{m=1}^{M_{H}} \sum_{\ell=1}^{|\hat{\mathbf{S}}_{m}|} 1 \)
4: for \( j \in \{1, \cdots, |\mathcal{H}|\} \) do
5: \( \hat{p}(h_{j}) \leftarrow \frac{1}{N} \sum_{m=1}^{M_{H}} \sum_{\ell=1}^{|\hat{\mathbf{S}}_{m}|} 1 \sum_{k=1}^{M_{T}} \mathbb{1}_{\{\hat{\mathbf{S}}_{m}(k+\ell) = h_{j}\}} \)
6: end for
7: for \( (i, j) \in \{1, \cdots, |\mathcal{T}|\} \times \{1, \cdots, |\mathcal{H}|\} \) do
8: \( \hat{\mathbf{P}}_{T,H|i,j} \leftarrow \hat{p}(h_{j}, \tau_{i}) \)
9: end for
10: for all \( \mathbf{ao} \) do
11: \( \hat{\mathbf{P}}_{T,a,o,H|i,j} \leftarrow \hat{p}(h_{j}, \mathbf{ao}, \tau_{i}) \)
12: end for
13: for\end for
14: \( \hat{\mathbf{U}}_{\mathbf{T}} \leftarrow \text{randomize-SVD}(\hat{\mathbf{P}}_{T,H,R}) \)
15: \( \hat{\mathbf{b}}_{\infty}^{\mathbf{T}} \leftarrow \hat{\mathbf{P}}_{T,H}(\hat{\mathbf{U}}_{\mathbf{T}} \hat{\mathbf{P}}_{T,H})^\dagger \)
16: \( \hat{\mathbf{b}}_{\mathbf{ao}} \leftarrow \hat{\mathbf{U}}_{\mathbf{T}} \hat{\mathbf{P}}_{T,a,o,H}(\hat{\mathbf{U}}_{\mathbf{T}} \hat{\mathbf{P}}_{T,H})^\dagger \)
17: for all \( \mathbf{ao} \) do
18: \( \hat{\mathbf{B}}_{\mathbf{a} \mathbf{o}} \leftarrow \hat{\mathbf{U}}_{\mathbf{T}} \hat{\mathbf{P}}_{T,a,o,H}(\hat{\mathbf{U}}_{\mathbf{T}} \hat{\mathbf{P}}_{T,H})^\dagger \)
19: end for

Learning problem: We computed the estimators \( \hat{\mathbf{P}}_{T,H}, \hat{\mathbf{P}}_{T,a,o,H} \) and \( (\hat{\mathbf{B}}_{T,a,o,H})_{\mathbf{ao}} \) of the true TPSR matrices using the entire training set (in other words, all observed combinations were processed). Then, we used a randomized SVD algorithm SVD [39] to compute the Singular Value Decomposition (SVD) of \( \hat{\mathbf{P}}_{T,H} \) and obtain its left singular vectors \( \hat{\mathbf{U}} \). Algorithm 1 summarizes the learning problem and an illustration is provided in Fig. 3.

The agent predictions were made using a maximum likelihood approach on the distribution given by equation (6).

\[
\begin{aligned}
\arg \max \ p(a_{t+1} | h_{t}) & \quad \text{ (for } u = 1), \\
\arg \max \ p(a_{t+1} a_{t+1} \cdots, a_{t+u} | h_{t}) & \quad \text{ (for } u = 2). \\
\end{aligned}
\]

Ties were broken at random.

C. Toy example

Here, we give some intuition of the inner working of the TPSR on a simple toy example. The dataset consisted on a sequence of actions \( \hat{\mathbf{a}} \) and a sequence of observations \( \hat{\mathbf{o}} \) display in Fig. 4.

The sequence of action \( \hat{\mathbf{a}} \) presents two interesting features. First, the pattern \((0, 1, 2)\) is repeated almost all the way. Moreover 0 are always followed by 1 i.e \( p(1 | 0) = 1 \). On the contrary, 1 are never followed by 0 i.e \( p(0 | 1) = 0 \). Second, there is a “breakpoint” in the repetition of the pattern with six “2”. A visualization of these two sequences is displayed in blue Fig. 5(b).

To emphasize the importance of the observations sequence \( \hat{\mathbf{o}} \), we considered two distinct datasets.

- model (A) – Dataset was composed of \( \hat{\mathbf{a}} \) and a sequence of observations uniquely composed of 0 which does not bring any information (Fig. 5(a)).
- model (B) – Dataset was composed of \( \hat{\mathbf{a}} \) and \( \hat{\mathbf{o}} \) (Fig. 5(b)).

In both cases, we considered history and test with a maximal size of 2 (i.e. \( M_{H} = M_{T} = 2 \)) and computed estimators of the different matrices \( \hat{\mathbf{P}}_{H}, \hat{\mathbf{P}}_{T,H} \) and \( (\hat{\mathbf{P}}_{T,a,o,H})_{\mathbf{ao}} \) (learning part of the algorithm). Then, the core test was found via an SVD (discovery problem). Finally, at any given time \( t \), the agent provided the most probable pair (action, observation) at time \( t + 1 \) using equation (6) and a maximum likelihood approach.

On Fig. 5 we displayed in red the results of the prediction. For the model (A), we observe that the TPSR learned to predict the pattern \((0, 1, 2)\), but cannot anticipate the “breakpoint” sequence of “2” – as no information is brought by the observation in this model. On the other hand, in model (B), we see that the TPSR used the observation information to predict the “breakpoint”. Note that since the most present action in the dataset is “2” this is the action predicted at \( t = 0 \). This underlines the importance of observations for acute prediction of actions.

\[2\] The source-code is accessible on https://reine.cmla.ens-cachan.fr/p.humbert/TPSR_implementation.
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III. METHODS

The goal of our model is to maintain the patient under a
deep anesthesia state qualified as “surgical anesthesia”. The
anesthesia usually requires the use of two types of drugs:
morphinomimetic in order to control the pain and hypnotic
drugs to ensure that the patient remains asleep. In our model
we only focused on the administration of the hypnotic agent
(which is made continuously under general anesthesia), in this
case the gas sevoflurane. This gas is administered to the patient
thanks to the endotracheal tube and rapidly reaches the brain. It
is the actions to do on the gas administration that we aimed at
modeling, among the three possibilities: decrease, do nothing,
or increase the gas concentration.

A. Dataset

Study participants: The study has been approved by
the ethics committee of the French society of anesthesiology
(SFAR) under the number IRB 00010254-2016-018. Patients
were included from March to May 2017 in a single observa-
tional center, the Begin military teaching hospital, Saint-
Mandé, France. They were included if they were scheduled
for an outgoing surgery for inguinal hernia repair under GA,
if they gave their consent to the study and if their comorbidity
score was low (classified ASA 1 or 2 [40]). They were
excluded if they presented complications during the surgery
(cardiac arrhythmias, variation of the blood pressure or cardiac
frequency more than 20 % compared to the baseline value, or
unplanned hospitalization). A summary on the 31 participants
is available in Table I

Anesthesia protocol: The anesthesia protocol was
in accordance with the declaration of Helsinki. Four
anesthesiologists were included in the study. All the patients
were pre-oxygenated via face-mask by 100% oxygen for
at least 3 minutes before induction. Sufentanil 0.3 µg/kg
of ideal-body weight was injected rapidly followed 3

minutes later by 2 – 4 mg/kg propofol in combination with
ketamine 20 mg. When required for the surgery, patients
were paralyzed following induction with a bolus of 0.17
mg/kg of cisatracurium. After tracheal intubation, patients
were ventilated with tidal volume of 6 mg/kg ideal-body
weight, 5 cmH₂O Positive end-expiratory Pressure (Peep)
and a respiratory rate between 10 and 14 to maintain EtCO₂
between 30 and 40 mmHg. Anesthesia was maintained
with sevoflurane MAC age-adjusted (e.g. 1.0), a volatile
anesthetic agent [41]. Dose adjustments were made by
the anesthesiologist in charge of the patient depending on
clinical variables available. Once asleep, patients received
a single bolus of local anesthesia when indicated for the surgery.

Data: During the surgery, patients were continuously
monitored with a multiparametric device, the CareScape monitor
B850, from General Electrics (GE) HealthcareTM Finland
Oy, Helsinki, Finland. Variables were recorded synchronously
with a sampling frequency of 1Hz during the anesthesia. We
selected 4 standard physiological variables (listed in Table
II) providing a dataset of 4 trajectories for each patient. The
anesthetics drugs influence all the organs and especially the
cardiopulmonary system. Therefore, the four variables that
we selected are all constantly influenced by the drug [42].
Moreover, they are mandatory monitored, making the resulting
model suitable for daily use since no additional sensors
are needed. All these variables are in accordance with the
recommendation of the American Society of Anesthesiologists
[43], [44]. This choice was also motivated by our aim to provide
a decision support tool. Additionally, it should be noticed that
the dimension of the system-dynamics matrix $\mathcal{D}$ from the
TPSR increases exponentially with the number of variables
considered. Therefore, the choice of a restricted number of
variables reduce the complexity of the learning problem, acting
as an additional regularization.

B. Preprocessing

To homogenize the data, noise and trend of all trajectories
were removed via a Simple Moving Average filter (SMA)
with a windows size $n$ of $\{5, 15, 30\}$ seconds and no overlap.
The random process underlying each physiological variable

Table II

Selected variables classified by modules

<table>
<thead>
<tr>
<th>Variables</th>
<th>Units</th>
<th>abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basics Module – 1 Hz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart Rate</td>
<td>/min</td>
<td>HR</td>
</tr>
<tr>
<td>Mean arterial blood pressure</td>
<td>mmHg</td>
<td>MBP</td>
</tr>
<tr>
<td>Gaz Analysis Module – 1 Hz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory Rate</td>
<td>/min</td>
<td>RR</td>
</tr>
<tr>
<td>AA Inspiratory Concentration</td>
<td>/100 %</td>
<td>AA FI</td>
</tr>
</tbody>
</table>

For each of the variables, sampling frequency, unit and
abbreviation are provided.
was assumed to be locally stationary, as their variations were relatively slow, which justified the use of SMA for small values of $n$.

**Observations:** Each observation $o \in O$ consisted of quadruplets (HR, MBP, RR, AAFi) discretized using $n_{th}$ thresholds ($n_{th} \in \mathbb{N}_{>2}$) and taking their values in the set $\{0, 1, \cdots, n_{th}\}$. Where 0 represents low values, and $n_{th}$ high values. The discretization was calculated using K-means, a clustering algorithm based on K-means which has been proven to outperform it in the one-dimensional case [45]. We made an exception for AAFi, which was discretized according to common anesthetic heuristics (i.e. with thresholds between 1% and 3%). The purpose of this calibration procedure was 1) to reduce the intra-patient variability while keeping the intra-patient variability by mapping similar physiological states into the same discretized state—a key part of the problem, as inconsistent discretization led to contradictory events, 2) to train a model that automatically adapts to the demographic characteristics of patients (e.g. age, height, weight, BMI). The number of thresholds used in the discretization is a parameter of the model and is evaluated in our experiments. To allow real-time use of the model, preprocessing parameters were estimated during a calibration phase. An example of discretization is displayed Fig. 6.

**Actions:** The actions were derived from the AAFi variable which represents the amount of drug administrated to a patient. The considered set of possible actions was $A = \{0, 1, 2\} = \{\text{Reduce drug dose, Do nothing, Increase drug dose}\}$ formally defined by

- action 0 (Reduce drug dose) – Significant decrease of the AAFi (by at least 10%),
- action 1 (Do nothing) – No significant increase or decrease of the AAFi,
- action 2 (Increase drug dose) – Significant increase of the AAFi (by at least 10%).

More precisely, actions are labeled as follows. Between two regularly spaced sampling points (distant by e.g. 30 s), the action is labeled 2 (resp 0) if the AAFi has increased by at least 10% (resp decreasing by at least 10%). Otherwise, the action is labelled 1.

The data pipeline we used for our model is illustrated in Fig. 7.

**C. Evaluation process**

We now present the different experiments made to evaluate the performances of our model. First, we conducted an extensive analysis of the different parameters and their respective influence to identify the best set of parameters, using cross-validation and multiple metrics (see Section III-D). Second, we compared the performance of the resulting model with a Spectral Hidden Markov Model (SHMM) [46], another popular algorithm for learning hidden state based problem. Finally, our model and its associated agent were confronted to a panel of six anesthesiologists assessing three cases.

**D. Quantitative Analysis Setup**

Prior to any evaluations, the dataset was randomly split into a Training-set (60%), a Validation-set (20%) and a Test-set (20%). We repeated this procedure five times, and average the results over the five random splits.

**Classical metrics:** In the first experiment, we evaluated the discrepancy between actions predicted by the agent and actions of the experts. The agent predictions were selected using a maximum likelihood approach on the distribution given by equation (6) – ties were broken at random. The metric used in this experiment was the averaged Hamming Distance (HD) between two sequences $(\tau, \hat{\tau})$ of length $\mu$ – a classical metric for PSRs, closely related to the One-Step Prediction Accuracy [47] – (Equation 8).

$$\text{HD}(\tau, \hat{\tau}) = \frac{1}{\mu} \sum_{i=1}^{\mu} 1_{\tau[i] \neq \hat{\tau}[i]}.$$  

(8)

We also computed the distance of actions or observations sequences separately. Let $\tau|_a$ be the sequence of actions provided by the dataset and $\hat{\tau}|_a$ the one found with the algorithm e.g. $\tau|_a = (a^7 a^6 a^5 a^4 a^3 a^2 a^1 a^0) = (1, 1, 1, 2, 1, 1, 1, 0, 1)$. We defined the HD of Actions (HD-A) by

$$\text{HD-A}(\tau, \hat{\tau}) := \text{HD}(\tau|_a, \hat{\tau}|_a).$$

The HD of Observations (HD-O) is defined similarly. Finally, we used the cross entropy measure in Action 0 –Reduce drug dose– or 2 –Increase drug dose– and referred it by CE-A0,2.
Figure 7: On the left: Preprocessing and discretization procedure for the HR variable. The raw signal (trajectory) is filtered and discretized via the combination of the SMA and CKmean to obtain a sequence of observations. On the right: Extraction of the action from the AAFi variable. The raw signal (trajectory) is filtered and actions are extracted to obtain a sequence of actions. Then, a sequence actions/observations is made in order to fit in the TPSR framework.

This metric is defined as follows. Suppose that at time $t$ the expert takes the action $i \in \{0, 2\}$, then

$$\text{CE-A}_{0,2}(t, i) = -\log \left( p(\hat{\tau}_{i} | a(t) = i \in \{0, 2\}) \right).$$

(9)

**Metric taking into account a delay:** Due to anesthetics latency, the action of an anesthesiologist will only be noticed on the recorded variables after a short time delay. Indeed, the time to reach equilibrium point after a modification of the concentration of sevoflurane is approximately 1 minute (considering a supply of fresh gas of 0.4 L/min) [48]. This phenomenon is not captured by HD-A, HD-0 or CE-A$_{0,2}$. We introduce here a new metric called Sliding Cross Entropy on Action 0 –Reduce drug dose– or 2 –Increase drug dose– (SCE-A$_{0,2}$) to address this problem. SCE-A$_{(\delta)}$ is defined as follows. Suppose that at time $t$ the expert takes the action $i \in \{0, 2\}$, then let

$$p_{t, i, \delta} = p(\exists s \in [t - \delta, t + \delta] \text{ s.t. } \forall s' > s' \geq t - \delta, \hat{\tau}_{i,a}(s') = 1 \text{ and } \hat{\tau}_{i,a}(s) = i \in \{0, 2\}).$$

In other words, $p_{t, i, \delta}$ represents the probability of the event where the agent takes the correct action, but with a possible time latency of $\delta$ – and that the only delay do neutral action (i.e. action 1) before this. Then SCE-A$_{0,2}$ is simply defined as

$$\text{SCE-A}_{0,2}(t, i) = -\log(p_{t, i, \delta}).$$

(10)

When no delay is considered ($\delta = 0$), SCE-A$_{0,2}$ is CE-A$_{0,2}$. During experiments, the delay was set to 1 minute.

**SHMM comparison:** In a third step, we compared our TPSR model with the best set of parameters to a tuned SHMM [46] (another family of potent Machine learning algorithms generally used in time series). We used the same metrics as in the previous experiments.

**E. Real Expert Evaluation Method**

For an exhaustive evaluation of the method, we confronted the best model of the quantitative analysis and its corresponding agent with a panel of six anesthesiologists from the anesthesiology-intensive care department of the Begin military teaching hospital. This experiment provides additional metrics to fully evaluate a generative model and is a mandatory prerequisite for medical application. The evaluation was conducted as follows.

- **Experiment 1** – At each time, and given the real previous sequences, the anesthesiologist chose an action in $\mathcal{A} = \{\text{Reduce drug dose, Do nothing, Increase drug dose}\}$. Those actions were recorded and we measured the disagreement rate between the actions taken by the anesthesiologist and the actions predicted by the agent. This experiment quantifies the capacity of the agent to make the right decisions at the right time.

- **Experiment 2** – At each time, and given the real previous sequences, the agent predicted an action in $\mathcal{A} = \{\text{Reduce drug dose, Do nothing, Increase drug dose}\}$ and the anesthesiologist labeled it as
### Table IV

Results of the quantitative analysis

<table>
<thead>
<tr>
<th>Metrics</th>
<th>( n = 30 )</th>
<th>( n = 15 )</th>
<th>( n = 5 )</th>
<th>( n = 30 )</th>
<th>( n = 15 )</th>
<th>( n = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD-A</td>
<td>0.416(±0.022)</td>
<td>0.438(±0.042)</td>
<td>0.458(±0.016)</td>
<td>0.592(±0.064)</td>
<td>0.542(±0.122)</td>
<td>0.590(±0.057)</td>
</tr>
<tr>
<td>CE-A_{0,2}</td>
<td>1.087(±0.129)</td>
<td>1.407(±0.141)</td>
<td>1.595(±0.054)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCE-A_{0,2}</td>
<td>0.628(±0.056)</td>
<td>0.782(±0.153)</td>
<td>1.108(±0.095)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HD-O</td>
<td></td>
<td></td>
<td></td>
<td>0.342(±0)</td>
<td>0.487(±0)</td>
<td>0.628(±0)</td>
</tr>
<tr>
<td>HR</td>
<td>0.390(±0.032)</td>
<td>0.445(±0.070)</td>
<td>0.479(±0.070)</td>
<td>0.759(±0.049)</td>
<td>0.741(±0.057)</td>
<td>0.820(±0.034)</td>
</tr>
<tr>
<td>Mean BP</td>
<td>0.342(±0.041)</td>
<td>0.345(±0.026)</td>
<td>0.526(±0.082)</td>
<td>0.799(±0.052)</td>
<td>0.735(±0.106)</td>
<td>0.741(±0.081)</td>
</tr>
<tr>
<td>RR</td>
<td>0.199(±0.008)</td>
<td>0.293(±0.038)</td>
<td>0.389(±0.085)</td>
<td>0.729(±0.085)</td>
<td>0.712(±0.120)</td>
<td>0.732(±0.060)</td>
</tr>
<tr>
<td>AAFi</td>
<td>0.197(±0.051)</td>
<td>0.174(±0.034)</td>
<td>0.156(±0.041)</td>
<td>0.688(±0.089)</td>
<td>0.787(±0.093)</td>
<td>0.797(±0.040)</td>
</tr>
<tr>
<td>Mean HD-O</td>
<td>0.271(±0.024)</td>
<td>0.284(±0.031)</td>
<td>0.377(±0.054)</td>
<td>0.717(±0.021)</td>
<td>0.757(±0.035)</td>
<td>0.734(±0.016)</td>
</tr>
</tbody>
</table>

Results of the quantitative analysis with respect to the \( n \) parameter – all the other parameters were optimized with cross validation. For every metrics, the best values were the smallest ones. Metrics reported are the Hamming Distance of Action (HD-A) and Observation (HD-O), the Mean HD-O, the Cross Entropy of Action 0 and 2 (CE-A_{0,2}) and the Sliding Cross Entropy of Action 0, 2 (SCE-A_{0,2}). On the left, results for our TPSR model, on the right, results for the SHMM. For more details on the metrics, see Subsection III-D.

### Contribution of the variables:

- Contribution of AAFi – The AAFi variable is used both as an observation and for the computation of the actions. Hence, the question of whether AAFi influences the model by making the prediction obvious is crucial. To highlight the fact that our model is able to predict the action without simply relying on previous AAFi levels, we conducted additional experiments where AAFi was not included in the model. As a baseline, we also computed the results when no variables were included in the model. These results are presented in Table IV. These additional experiments showed that the removal of the AAFi variable in the model only mildly reduced out model performance in term of the SCE-A_{0,2} metric: around 0.722 instead of 0.628 for the original model (with AAFi). In comparison, removing all observations (i.e only relying on actions) leads to a SCE-A_{0,2} of 0.913. This additional experiment suggests that while AAFi is an important variable for the prediction, it does not trivially contain all the required information. The good results obtained by the agent are therefore not explained by the presence of the AAFi variable in the observations.

- Contribution of RR – The RR is an important variable for monitoring the patient's state. However, in our protocol,
Figure 8: Result of the model with the most promising parameters on one patient. At the top, the two graphs show the results of the prediction of actions. (a) – comparison of the real actions (blue dotted line) with those predicted by our agent (red line); (b) – cumulative sum of the real sequence of actions (blue dotted line) and of the predicted (red line). The next four graphs are the results of the prediction of physiological variables. For each graph, in blue dotted line the real sequences and in red line the predictions.

Figure 9: Result of the best SHMM model on the same patient as Fig. 8. At the top, the two graphs show the results of the prediction of actions. (a) – comparison of the real actions (blue dotted line) with those predicted by our agent (red line); (b) – cumulative sum of the real sequence of actions (blue dotted line) and of the predicted (red line). The next four graphs are the results of the prediction of physiological variables. For each graph, in blue dotted line the real sequences and in red line the predictions.

the patient is artificially ventilated, i.e. RR is regulated to maintain EtCO₂ at a certain level. To study the importance of this variable, we have computed extra results without the RR variable in the model (see Table IV). It turns out that for n = 30, SCE-A₀.2 was equal to 0.635 (against 0.628 when RR is in the model and 0.722 when AAFi is not in the model). This shows that the importance of this variable in our model remains limited. However, we believe that the presence of this variable still makes sense in a clinical setting, especially in critical situations. Indeed, under general anesthesia when the depth of anesthesia is appropriate to perform surgery, patients stop breathing spontaneously. The breathing is thus performed artificially by a ventilator, where the RR is set by the anesthesiologist. In such a condition, the stability of the RR represents the good tolerance of the patient towards the mechanical ventilation and becomes an important indicator of under dosage of anesthesia when the variability increases. In our current experiment, the dataset does not contain any critical situations as every surgery have been unremarkable as regard as the anesthesia. Hence, the RR does not significantly contribute to the model performance at this time. However, we anticipate that this is an important indicator of awakening. Thus, RR can be considered an alert variable, which could be used to introduce hard coded behavior in the model: for instance, when it exceeds a certain threshold, the algorithm could send an alarm and exit the closed-loop system, handing the matter back to the anesthesiologist. This is classical approach to closed-loop system.

**SHMM:** We evaluated the performances of the SHMM for each of our discretization size and for a maximal rank of 400. The results were reported in Table IV (As the results on classical metrics are unsatisfactory, we do not go deeper with more complex metrics.). We also present in Fig. 8 the prediction of the best SHMM model on the same patient as Fig. 8. Fig. 8 c) is a good representation of the performance of models – the closer the two curves are, the better the model is. It appears that TPSR significantly outperformed SHMM in all the experiments.

**B. Real Expert Evaluation**

We asked six consultants anesthesiologists to evaluate our best model. Results from the three experiments introduced in Subsection III-E are presented in the Table VI. The results were in accordance with those of the paragraph IV-A

- Experiment 1 showed an accuracy rate close to the one found in the quantitative evaluation section.
- Experiment 2 showed that 95.7% of the actions were considered valid by the experts. This high rate of concordance was expected due to the long-latency of the anesthetics drugs.
- Experiment 3 demonstrated that the agent can predict the evolution of the variables in the upcoming minutes secondary to any given action.

**V. DISCUSSION AND FUTURE WORKS**

**Linear dimension:** Interestingly, the distribution of the singular values of \( P_{T,H} \) (which is linked to the linear dimension of the TPSR) was found to be similar regardless of the number of included patients. Furthermore, the number of singular values close to zero was significant for several values of horizons, justifying the low rank approximation of the matrix \( P_{T,H} \). Our experiments revealed that models with low rank dynamical system demonstrate strong performances on both predictions and simulations. These results justify the choice of TPSRs over regular PSRs. Moreover, they may have significant consequences in the medical field as the evaluation of DoA through physiological variables could require much less information than presumed i.e. the space of latent states relative to a patient under GA could actually be relatively small.
we observed that different values of the algorithm than on which parameters need to be actually set. The best set of parameters is more indicative on the behavior of physiological variable trajectories. Recall that the research of reduce the inter-patient variability and b) the accuracy of the best choice for this parameter as it achieve the best trade-off this phenomenon.

performances. There might be four possible explanations for actions classify as (good/acceptable/dangerous). Exp-3 : Rate of disagreement between agent and anesthesiologist actions. Exp-2 : rate on actions classify as (good/acceptable/dangerous). Exp-3 : Rate of agreement between agent and anesthesiologists observations. See Section [III-D] for more details on the three experiments.

**Influence of parameters**: Throughout our experiments, we observed that different values of $M_H$ and $M_T$ yield similar performances. There might be four possible explanations for this phenomenon.

1) The dynamic system does not have a very long memory. This hypothesis is reasonable, as generally, anesthesiologists do not concentrate on a long period of time, partly because of all the simultaneous tasks required.

2) The population included is homogeneous as we only included patients undergoing inguinal hernia repair under GA. No patient in the population had any significant past medical history nor underwent any side-effect during the GA.

3) Values of the horizon parameters that have a significant impact are large, and thus require significantly larger dataset to observe.

4) The discretization process and the values of the parameter $n$ reduce the long time range dependency of the dynamic system.

Future works might try to evaluate each of these hypotheses. Additionally, the experiments showed that $n_{th} = 3$ is the best choice for this parameter as it achieve the best trade-off between a) the generalization of the discretization which reduces the inter-patient variability and b) the accuracy of the physiological variable trajectories. Recall that the research of the best set of parameters is more indicative on the behavior of the algorithm than on which parameters need to be actually set for a clinical use. Indeed, the number of patients included is not large enough to properly optimize all the hyperparameters of the models, and current values may change on a larger cohort.

**Action and observation prediction**: In our experiments, the agent was able to accurately predict the evolution over time of the physiological variables. This performance was expected for discrete AAFi and RR, which exhibit very small variations. However, the small errors on all the observations imply that the agent has learned the complete dynamic system properly. Conversely, predictions were slightly less accurate on actions. This might be explained by the multiplicity of the strategy (policy) exhibited by the experts. Nevertheless, simulations have shown that the actions taken by the agent were validated by the experts. Furthermore, in the first experiments, a significant part of the error was due to small time latency – the agent taking action a few seconds before or after the expert. This behavior was highlighted by the SCE-A$_{0.2}$, a specific metric relevant in our GA scenario. Since those actions would have produced similar results, the good results of the SCE-A$_{0.2}$ demonstrated that the HD metric artificially under estimated the global performance of the agent. The labels of the actions in our model may be seen as relatively inaccurate, since they are restricted to three basics action and that the exact dose of AAFi to be added if necessary is not predicted. Such precision, while theoretically possible by using the continuous extension of the TPSR model would require a significantly larger cohort of patient to be properly calibrated.

**SHMM comparison**: These experiments highlighted the advantage of our approach over the SHMM. This observation was in line with previous results (see e.g. [34], [50]). One explanation is that, contrary to TPSR, SHMM tends to scale poorly with the complexity of the system to be modeled. However, the implementation of PSRs requires more computational power.

**Anesthesiologists feedback**: The confrontation with the experts in anesthesia showed that our agent was coherent and followed an expected policy most of the time. Moreover, all the experts agreed that $n = 30$ appears to be the most realistic value for this parameter. Nevertheless, they also highlighted that there was a latency of the AAFi variable in
Clinical relevance: The interest of our agent is double: helping at maintaining a patient at the optimal DoA and predict the occurrence of cardiovascular side-effects (with the idea to avoid them). The workload in the surgical theater imposes that an anesthesiologist is often in charge of two surgery rooms plus the post-anesthesia care unit. A tool that could autonomously help the anesthesiologist would thus improve the safety-level in the surgical room. With such a workload, for a low-risk patient undergoing a low-risk surgery, the anesthesiologist in charge may eventually remember a few characteristics of the patient and usually the pre-induction values of HR and MBP. Once anesthesia level is stabilized and surgery has started, it seems reasonable to consider that the anesthesiologist will leave the patient under the nurse-anesthetist care and will only watch the patient every 10-minute. If we consider that the anesthesiologist will remember the pre-induction, post-induction HR, MBP, RR and AAFi, for one patient we end with: 4 values, every 10-minute meaning 24 values every hour to assess the DoA and status of the patient. As opposed, our agent will take into account all the variables available every second. For a low-risk patient with MBP assesses every 5 minutes this will represent 10,820 values every hour.

Limitations: Despite the strong performances of our model during our experimental evaluations, the PSR approach of the GA setting suffer several drawbacks. First, the model is very dependent on the discretization. Indeed, it is a key component that influences the entire learning process as a too fine or too wide discretization leads to an incorrect estimation of the matrices involved in the model. Second, the lack of a preexisting efficient simulator, as well as a gold-standard for the DoA, greatly limit the possibility to improve the performances above what is observed in the expert trajectories. In its current state, our method is merely a proof of concept for the feasibility of maintaining the anesthesia using carefully trained multimodal algorithm. More experiments and recordings including patients in multiple settings and hospitals will be needed before considering this method as fully valid. It is the authors’ belief that the clinical staff will be likely to accept this new approach, as automatic closed-loop anesthesia protocols are already existing, based on the bispectral index [51]. Our method can be seen as an improvement over the exiting protocols, as it takes into account multiple physiological signals as input.

Future works: Beyond the influence of the horizon parameter, we believe that the recording of other relevant physiological variables with additional sensors (e.g. electroencephalogram, muscular sensors, galvanic skin response, ...) could improve the performance of the model. Moreover, a wider range of surgery type in the dataset could bring valuable information on the behavior of the agent. The next step will aim at increasing the population in order to test the generalization of our algorithm in other settings such as in intensive care unit.

VI. Conclusion

In the present paper, we combined apprenticeship learning techniques and model derived from existing PSR, known as TPSR. The resulting agent learned a policy of maintaining the optimal DoA using expert trajectories. The use of machine learning models based on observable variables during GA is pertinent due to the high number of information intractable for the human brain. The performances of the resulting model are promising and convincingly embedded the general behavior of an anesthesiologist. These preliminary results are very encouraging and demonstrate that cardio-pulmonary changes induced by GA can relatively easily be predicted by apprenticeship-learning based algorithm allowing a potentially significant improvement in care.
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