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Abstract

Objective. In this paper, we propose a method to analyze human motion from the 3D posi-
tions of skeletal joints. Methods. For this purpose, we use a dictionary learning method, where
each velocity sample is decomposed into a linear combination of a few atoms that are learned
directly from the data. The originality of the approach is that this procedure is combined with
the a Graph Signal Processing framework which allows to add a graph structure to tools ini-
tially dedicated to time series. Results. This methodology is tested on a dataset of 16 healthy
subjects performing upper limb elevations. Features and visualizations are provided, and the
robustesness of the approach is validated by constructing inter/intra-subjects distances. The
method also obtains state-of-the-art performance on two popular tasks: denoising and human
activity recognition. Conclusion. In this paper, we show that by combining a spatial graph that
incorporates the skeletal structure, and a carefully designed dictionary learning algorithm, it
is possible to extract interesting and discriminative features for motion analysis. Significance.
Because of the interpretability of the features and visualizations obtained from this method-
ology, this approach could be used for interindividual comparison or longitudinal follow-up of
patients.

Keywords: Human motion analysis, Graph Signal Processing (GSP), dictionary learning,
sparse representation

1 Introduction

Human motion analysis is a captivating field of research due to its diverse applications, ranging
from video surveillance and human-machine interaction to diagnostic assistance and medical re-
habilitation [1–3]. In recent years, the use of skeleton-based motion data [4, 5], i.e. 3D positions
of multiple skeletal joints over time, has demonstrated great potential for extracting meaningful
information about human movement.

Various methods have been developed to process this type of data, each with its own advan-
tages and limitations. Historical approaches such as Principal Component Analysis (PCA) [6] or
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histogram-based calculations of joint locations [7], have been employed to provide compact repre-
sentations of postures. However, skeletal information is not incorporated into the data processing of
these approaches. Recent work has shown that exploiting structural knowledge of the human body
can significantly improve performance in several motion analysis tasks, such as the popular Human
Action Recognition (HAR) task [8,9] — a computer vision task focused on automatically identify-
ing human actions from videos by analyzing motion patterns and classifying them into predefined
categories [10].

To leverage the multivariate nature of skeleton data, researchers have proposed to encode the
skeleton information as a graph structure. In recent years, deep learning methods, in particular
Graph Convolutional Networks (GCN), have gained attention due to their remarkable results in
Human Action Recognition [8, 11, 12]. However, these models are often highly complex, time-
consuming to train and require to work with large datasets [13–15]. Deep-learning methods are also
often task-specific, and the features obtained in a supervised manner are challenging to interpret.
This is an issue if the focus is not only on identifying actions but rather on studying how they are
performed and what are the common and individual characteristics of human movement. In fact, a
fundamental question arises regarding the ability to identify a unique ”motion style” or ”signature”
for each individual. Early experiments conducted by Gunnar Johansson in the 1960s [16], where
lights attached to joints were sufficient to recognize walking individuals, inspired subsequent research
on breaking down movements and studying variations between individuals [17–20]. For such studies,
the features need to be both discriminative and interpretable to identify similarities and differences
between actions performed by distinct subjects.

In light of these considerations, the approach introduced in this article is not based on deep
learning techniques but rather on the Graph Signal Processing (GSP) framework [21, 22]. As for
GCNs, GSP methods assume that skeletal structure is encoded in the form of a graph, that reflects
the proximity between body joints. Yet, instead of using black boxes like convolutional networks,
tools derived from the GSP framework offer the interesting property of being directly interpretable,
as most of the notions defined in this framework are extensions of standard signal processing tools
to irregular domains (filtering, sampling, Fourier transform, sparsity...). In the GSP framwork, 3D
skeleton data are simply seen as graph signals that are lying on the graph. This makes it possible, for
example, to use of the Graph Fourier Transform (GFT) to decompose and analyse motion [23,24].

In this article, we introduce the first application (up to our knowledge) of graph signal dictionary
learning for human motion data. By leveraging the advantages of tools from the GSP framework
and dictionary learning methods, we develop an approach that combines simplicity, interpretability
and versatility. The contributions are as follows:

• We propose a method to construct a spatial graph that reflects the structure of the human
body as well as a Mexican Hat graph-wavelet basis [25] that is well adapted to motion analysis.

• We adapt a double sparsity dictionary learning method [26,27] to combine these wavelets and
create compact, discriminative and interpretable representations of the input data.

• We demonstrate the versatility of the proposed features on three distinct popular motion anal-
ysis tasks. The interpretable features and visualizations obtained from our methodology are
firstly used to gain insights into motion ”signatures” on a database of upper limb elevations.
Then, we show the effectiveness of the approach on two popular tasks : Signal denoising and
Human Action Recognition.

This article is organized as follows. We introduce notations and we recall some useful concepts
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about GSP and dictionary learning in Section 2. Then, we introduce the Arm-CODA database used
for our study, along with our methodology to extract innovative features by applying a dictionary
learning approach within the GSP framework (Section 3). In Section 4, we propose 3 experiments
to assess the relevance of the method: 1) Analysis of upper limb elevations, 2) Signal Denoising
and 3) Human Action Recognition. Finally, we present the results obtained on these 3 different
tasks in Section 5 and we discuss the relevance of the proposed method for human motion analysis,
especially inter-individual comparison and longitudinal follow-up of patients.

2 Technical background

Before going through the details of the proposed method we first introduce some useful concepts
and related works about graph signal processing, and dictionary learning.

2.1 Graph signal processing

Formally, a graph is defined as a triplet G = {V, E ,W}, V = {v1, v2, ..., vN} being the set of nodes
and W ∈ RN×N

+ being the affinity matrix that contains the weights of the edges specified in the
set E = {(i, j), i, j ∈ V}. From the affinity matrix, it is possible to compute the Laplacian of the
graph L = D −W with D the diagonal degree matrix, i.e. Dii =

∑
j ̸=iWij . A graph is said to be

connected if ∀u, v ∈ V there exist a finite sequence of edges connecting u and v. In the following, we
will only deal with connected and undirected graphs so that the Laplacian is a symmetric matrix.

The use of this mathematical representation can be very helpful when it comes to dealing with
signals that evolve on complex structures, such as biological, social or financial data [28, 29]. The
GSP framework was recently developed to process these type of data by adapting signal processing
tools to the study of graph signals. Formally, a graph signal is a function f : V → R that assigns a
scalar value or a vector to each node of a graph. This function can be represented in a vector form
f ∈ RN , which implies an implicit numbering of the vertices. In the case of skeleton-based motion
data, each joint can be represented by a node to which the graph signal function will for example
associate the velocity of the corresponding joint at a given instant. In this context, a graph signal
is a velocity profile of the body that informs us about the limbs that are in motion, while carrying
information about the structure of the skeleton.

Among the major tools developed in the GSP framework, the Graph Fourier Transform (GFT)
makes it possible to study graph signals in the spatial frequency domain [22]. The eigendecomposi-
tion of the Laplacian provides us with a spectral basis corresponding to the eigenvectors denoted by
U = [u1, ...,uN ], and eigenvalues interpreted as spatial frequencies denoted by σ(G) = {λ1, ..., λN}.
For a given graph signal y, it is thus possible to define its GFT as:

ỹ = UTy (1)

where ỹ contains the energies associated with each frequency. Analogously to the classical Fourier
transform, the eigenvectors associated with small eigenvalues, i.e small frequencies, are smooth
graph signals that do not exhibit strong variations across connected vertices. Some approaches
leverage the properties of this decomposition to study human motion and tackle the gesture recog-
nition task [23,24].
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2.2 Graph construction from data

The construction of the graph is a crucial step in the processing of data evolving on a complex
structure. The challenge is to model the interactions between data entities in the form of pairwise
relationships. In the case of skeleton-based motion data, the underlying structure that governs the
interactions between the joints is the human skeleton. From this information, there are several ways
to build a graph. In general, each joint is associated with a node of the graph and the weighted edges
are determined from the physical dependencies between joints. Thus, many approaches construct a
spatial graph by imposing a unitary weight on edges only if there exist a physical limb connecting
the two nodes [23, 24, 30]. Other methods do not limit themselves to a spatial representation and
construct a skeletal-temporal graph to model temporal dynamics [11,24]. Finally, it is also possible
to build the graph from the data. Solving an optimization problem on the Laplacian can for example
allow to obtain a graph such that the processed data are smooth [31, 32], i.e. close points in the
sense of the graph will tend to have similar values.

2.3 Dictionary learning

To describe human motion effectively from skeleton-based motion data, the typical approach is
to extract compact and informative features from this data. Dictionary learning methods are for
example widely used when it comes to finding a sparse approximation of a signal. Within the GSP
framework, we are dealing with a collection of graph signals that can be written in the following
vector form y = [y1, ..., yN ], with yi the value associated to the node i of the graph. The principle
is to decompose these graph signals on a set of vectors (d1, ...,dL) called atoms and stored on the
columns of a dictionary matrix D ∈ RN×L, L being the size of the dictionary. The decomposition
of a given graph signal y ∈ RN can be written as follows:

y ≈
L∑

l=1

xld
l (2)

where x = (x1, ..., xL) is the activation vector giving the contribution of each atom in the ap-
proximation of the signal y. The sparsity of this activation vector can be imposed using greedy
algorithms such as the Matching Pursuit [33], or using convex relaxation methods [34].

Regarding the dictionary, it can be constructed analytically but it can also be learned from the
processed data. In the first case, the dictionary structure is generally based on a mathematical
model. This is for example the case of any Wavelet basis [25, 35, 36], but also of the Fourier
basis [23, 24, 37] which can be considered as a fixed dictionary. The use of an analytical dictionary
has the advantage of being numerically fast, but it can also be poorly adapted to the data studied.
Concerning approaches based on a learned dictionary, the atoms are directly inferred from the data
using training algorithms such as the method of optimal directions [38] or the K-SVD algorithm [39]
to name a few. This method is often more expensive numerically but it allows to obtain dictionaries
more adapted to the data. If we need a dictionary that combines the advantages of analytical
and learned dictionaries, it is also possible to impose a structure and learn parameters for this
structure [40–42].
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Subject Sexe Age Size (cm) Weight (kg)

1 (A) F 47 170 65
2 (B) M 57 173 75
3 (C) F 52 156 64
4 (D) M 28 179 73
5 M 30 175 77
6 M 27 188 78
7 F 50 172 68
8 F 62 158 51
9 F 65 168 74
10 M 42 175 84.5
11 M 40 181 95
12 M 47 180 62
13 M 62 171 84
14 M 50 178 75
15 M 23 183 93
16 M 25 172 61

Table 1: Characteristics of the 16 subjects from the Arm-CODA database. The grey ones are the
subjects A, B, C and D that we have analyzed in the following sections.

3 Methodology

In this section, we introduce the Arm-CODA database used for our study, along with our strategy
to extract understandable and discriminative features from skeleton-based motion data. The key
steps of the proposed method are the following:

1. Constructing a spatial graph from the database in such a way that it reflects the human body

2. Deriving velocity profiles that indicate how fast the different body joints are moving at each
time

3. Creating a basis of Mexican Hat wavelets [25] well adapted to the study of human motion

4. Employing this basis within the double sparsity approach [27] to learn a dictionary that
efficiently approximate the velocity profiles of our database

5. Using the contribution of each component of the learned dictionary in the signal reconstruction
to build interpretable features

In the following, we will call Double Sparse Mexican Hat (DSMH) the dictionary obtained thanks
to the double sparsity method.

3.1 Arm-CODA dataset

The Arm-CODA dataset [43] used in this paper was obtained from a cohort of 16 healthy subjects,
whose characteristics are given in Table 1. These subjects were asked to perform several types of
movements including elevation movements of the right arm, the left arm, and both arms simultane-
ously, in a standing position. For these movements, the instruction was to reach maximal natural
elevation following the scapular plane, pause for about 1 sec, and finally lower the arm back to the
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initial position. The study protocol was conducted in compliance with the Good Clinical Practices
protocol and Declaration of Helsinki principles. All participants provided informed written consent.
STROBE and GRRAS guidelines were used for reporting.

The subjects were equipped with 46 Cartesian Optoelectronic Dynamic Anthropometer (CODA)
motion system 3D position markers. These sensors provide 3D positions data in millimeters mea-
sured at a frequency of 100 Hz thanks to a system of 6 depth cameras1. Formally, we will note

pt,i = [x
(t)
i , y

(t)
i , z

(t)
i ] the position of the joint i at time t, with i ∈ {1, ..., N}, N being the total

number of joints and t ∈ {1, ..., T}, T being the number of samples available. In the end, we have
access to the 3D position of N skeleton joints of a subject at T given instants. Some sensors often
hidden from the cameras during the movements have been excluded from the dataset we used in
this article. The locations of the N = 34 retained markers are detailed in Fig. 1. As illustrated in
the figure, the x-axis corresponds to the sagittal axis, the y-axis to the frontal axis and the z-axis
is aligned with the longitudinal axis, oriented upward.

Each movement is repeated 2 or 3 times by each subject during a single acquisition. In this
work, we have only used the motion sequences of 16 subjects for which the different repetitions of
each movement were segmented by hand. In the end, the processed database contains 3 different
elevation movements of the right arm, the left arm, and both arms in the scapular plane, performed
2 or 3 times by 16 subjects, which makes a total of 143 motion sequences.

The latter are then processed as follows. We start by subsampling the signals by a factor 10
in order to limit the computation time. Then, we compute the velocity signals defined as the
time-discrete derivative of the positions : vi,t = pi,t+1 − pi,t ∀ t = 1, ..., T − 1. To eliminate the
outliers, we finally apply a median filter of order 3 on the velocity time series.

3.2 Graph construction

The constructed graph is an undirected and weighted spatial graph representative of the human
body. Each node is associated with a joint (or a sensor) and the weighted edges are determined
from the database. The weight wi,j is computed by taking the maximum distance di,jmax between
the joints i and j on the whole database :

wi,j ∝ e−di,j
max (3)

Then, the resulting graph is simplified to construct a k-nn graph, i.e. for each joint we only keep
the edges linking it to its k nearest neighbors. k is the smallest possible value to keep a path
connecting each pair of nodes so that we have a connected graph. Finally, we impose that our
graph is symmetrical with respect to the longitudinal axis by computing the mean of the weights
associated with two symmetrical edges. In this constructed graph, the spatial proximity between 2
sensors is given by the weight of the edge linking the two nodes associated to these sensors. With
this procedure we thus obtain a graph where two close nodes in the sense of the graph correspond
to two close joints along the body.

Fig 2a illustrates an example of the constructed graph for the Arm-CODA dataset with k = 5.
We can first note that the preserved edges make it possible to recognize the shape of the human
body. Moreover, it should be added that this graph will be the same for all the subjects, so that
the elements used to model the movement are common to the different subjects.

1Resolutions: 1 in 70,000 within its field of view
Nominal operating range: between 2.0m and 4.5m from the unit

6



(a)

(b)

Figure 1: (a) Detail of the N = 34 markers locations for the Arm-CODA dataset. (b) Picture taken
after the installation of the 3D position sensors.

3.3 Dictionary learning

We are dealing with velocity signals evolving on a graph representative of the human skeleton.
Thus, the processed data are a set of graph signals interpreted as velocity profiles. At a given time,
a graph signal is a function which associates to each node of the graph the velocity of a body joint.
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(a) (b)

(c)

Figure 2: (a) Weighted and undirected k-nn Graph constructed from the Arm-CODA dataset with
k = 5. Each node is represented with a white circle and the edges are the lines connecting these
nodes. The graph is symmetrical with respect to the longitudinal axis. The human body represented
in this graph faces us so that the left arm is located on the right, and the right arm is located on the
left. (b) Example of a graph signal at a given time during a right arm elevation in the sagittal plane.
We represent this signal by separating the 3 dimensions of space. For a given time, we have 3 graph
signals, each corresponding to the velocity signal along the x, y, and z-axis. The velocity associated
with each node is indicated by a color ranging from darkest blue for negative values to darkest red
for positive values. (c) Example of wavelets centered on the node circled in green for the Arm-
CODA graph. The first wavelet is generated with the low-pass filter g2(x). The 4 other wavelets
are obtained by using the kernels g1(tx) with t ∈ {t1 = 5.17, t2 = 1.51, t3 = 0.44, t4 = 0.13}. The
scale t1 corresponds to the most extended wavelet and t4 to the narrowest one.

As illustrated on Fig 2b, we represent the graph signals by separating the 3 dimensions of space.
For a given instant, we have 3 graph signals each corresponding to the velocity profile along the x, y,
and z-axis. All these signals represented as vectors are then stored on the columns of three matrices
Y (d) ∈ RN×T , d ∈ {x, y, z}. The objective will be to approximate each of these velocity profiles
using a linear combination of a few graph signals that will be stored in a common dictionary.

As explained earlier, we have chosen the double sparsity approach [26, 27] which is halfway
between the analytic and the learned dictionary. The dictionary is defined as a product D = ΦA,
where Φ ∈ RN×K is a fixed dictionary containing atoms in its columns, and A ∈ RK×L is a learned
sparse matrix.

The DSMH dictionary is a set of super-atoms (d1, ...,dL), defined as linear combinations of
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atoms stored in the fixed dictionary Φ = (ϕ1, ..., ϕK) :

dl ≈
K∑

k=1

akϕ
k (4)

where a = (a1, ..., aK) is a sparse vector containing the weights of the linear combination. The
challenge is to learn these weights from the data so that the super-atoms can be used to approximate
as well as possible the graph signals stored in Y (d). Formally, the learning problem is given by:

argmin
A(d),X(d)

||Y (d) − ΦA(d)X(d)||2F

s.t. ||xi||0 ≤ s1 ∀i,
||ai||0 ≤ s2 ∀j, ||Φaj ||2 = 1 ∀j.

(5)

Y (d) ∈ RN×T is the data matrix containing the graph signals in its columns. Φ ∈ RN×K is the
fixed dictionary and A is a sparse matrix, having s2 non-zeros per column such that each super-atom
is a combination of at most s2 atoms. X(d) ∈ RL×T is the activation matrix, having s1 non-zeros
per column such that the decomposition of each graph signal is done with the combination of at
most s1 super-atoms. Finally, we impose that the super-atoms of the DSMH dictionary are unit
vectors.

In the end, the method rely on a set of L super-atoms that are optimized to approximate
as well as possible the graph signals we are processing. These super-atoms are defined as linear
combinations of only a few atoms that we have to choose beforehand.

3.4 Mexican Hat Wavelets

This section is dedicated to the construction of the atoms stored in the fixed dictionary. In this
work, we have opted for Mexican Hat wavelets. The velocity profiles of the database can correspond
to the global motion of several body joints but it can also be related to a very localised movement.
Thus, we aim to construct wavelets with various ranges and locations to be able to describe these
different behaviours. The construction is done using an operator T β

g = g(βL), with β the scaling of
the wavelet, g the kernel and L the Laplacian of the graph [25]. Then, the wavelets are generated
by applying this operator to an impulse δn ∈ RN , which is equal to zero except at node n where it
takes the value 1.

Formally, the coefficients of the wavelet ψβ,n ∈ RN , at scale β and centered on node n, are
obtained with the following formula:

ψβ,n(m) =

N−1∑
l=0

g(λl)δ̂n(l)ul(m) (6)

with ul(n) the nth coefficient of the eigenvector associated to the eigenvalue λl of the Laplacian,

and δ̂n the GFT of the impulse.
In the following, we will use two different kernels:

• A band-pass filter g1(βx) = βx× e−βx, which will be used to create Mexican hat wavelets at
scale β.
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• A low-pass filter g2(x) = γe−( 20
0.4λmax

x)4 , with γ = 1.2 × e−1, that will allow to capture
low-frequency phenomena.

A given atom of the fixed dictionary is defined by a wavelet operator and the impulse on which
it is applied, i.e the node on which the wavelet is centered. We note Nw the number of wavelets
with different scales that we consider, including the wavelet constructed with the low-pass filter.
An example of some Mexican Hat wavelets is illustrated in Figure 2c on the graph constructed from
the Arm-CODA database. These wavelets which have different scales and are centered on different
nodes of the graph allow us to account for phenomena with different ranges and localities. The
combination of these atoms thanks to the double sparsity method will then provide interpretable
super-atoms that are adapted to the data.

4 Experiments

To assess the relevance of the DSMH approach we propose to use it in the scope of 3 different
experiments. The first one consists in designing features that are used to analyze upper limb
elevations from the Arm-CODA database. Then, we aim to apply the DSMH method on two ”real
world” problems: the denoising task and the HAR task.

4.1 Experiment 1: Analysis of upper limb elevations

In this experiment we apply the DSMH method on upper limb elevations to show that it can be
used to obtain interpretable and discriminative features.

4.1.1 Database

We use the 143 motion sequences from the Arm-CODA database presented in Section 3.1. This
corresponds to elevation movements of the right arm, the left arm and both arms in the scapular
plane performed 2 or 3 times by 16 different subjects.

4.1.2 Protocol

The graph is constructed from the whole database using the method proposed in Section 3.2 and
the data are processed as explained in Section 3.1. The double sparsity method is then applied
to obtain the DSMH dictionary and the sparse activation matrices. The latter are finally used to
construct 2 types of features that are presented below.

Timelines: A column of the matrixX(d) gives the contribution of each super-atom to reconstruct
the velocity profile along the d-axis at a given time. For a each motion sequence, a timeline is
constructed to indicate the super-atoms that contribute the most to the signal reconstruction over
time for the 3 dimensions of space. An example of a timeline is illustrated in Figure 3 for a left
arm elevation. As expected the most used atoms over time are left unilateral graph signals.

The same procedure can be done to construct a timeline that indicate the second most used
super-atoms over time.

Histograms: For each motion sequence, we compute the total percentage contribution of each
super-atom to construct an histogram defined as a probability vector. Then, we use the Jensen-
Shannon divergence to compute the distance between two histograms [44], so that we get a distance
between 2 motion sequences.
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Figure 3: Example of a timeline for a right arm elevation. The timeline indicates which super-atoms
contribute the most to the signal reconstruction over time for each dimension of space. Each color
corresponds to a super-atom (Note that super-atom i for dimension X is different from super-atom
i for dimension Y ). At the time t1 indicated on the figure, the most used super-atoms for the
dimensions X, Y , and Z are respectively super-atoms 1, 1, and 1.

4.1.3 Parameters

In the following, we will use Nw = 5 wavelets with different scales, ranging from a very wide wavelet
to a very narrow one. Fig 2c illustrates these 5 wavelets centered on a node of the graph built from
the Arm-CODA database. Each of these wavelets is centered on each of the N nodes of the graph
to build the 5N atoms of the fixed dictionary Φ ∈ RN×5N .

We choose to limit to L = 10 the size of the DSMH dictionary, i.e. the number of super-atoms
built with the double sparsity method. Then, the parameters s1 and s2 are chosen to ensure a
signal reconstruction greater than 80%. For a given signal matrix Y the reconstruction is defined
as follows:

Rec(Y ) = 100×
(
1− ||Y − ΦAX||F

||Y ||F

)
(7)

In the end, we apply the DSMH method with s1 = 3 and s2 = 5, so that each super-atom
is a combination of at most 5 wavelets and each velocity profile is reconstructed thanks to the
combination of 3 super-atoms.

4.2 Experiment 2: Denoising

In this experiment we aim to evaluate the performance of the DSMH method to denoise skeleton-
based motion data and we compare with state-of-art approaches.

4.2.1 Dataset

We use motion sequences from a single subject of the Arm-CODA dataset, i.e. right arm, left
arm and both arm elevations performed by a given subject, and these sequences are processed as
explained in Section 3.1.
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4.2.2 Method

We select a certain percentage of data points to which we add a Gaussian noise with zero mean and
standard deviation equal to 5. We use the double sparsity method to obtain a denoised signal. The
performance is finally evaluated by calculating the decibel version of the normalized root squared
error (nRSE-db):

nRSE-db = − log10(
||Y − Ydenoised||F

||Y ||F
) (8)

The higher the nRSE-db, the better the quality of the signal reconstruction.

4.2.3 Comparison with state-of-the-art approaches

We compare the DSMH method to 2 different approaches:

• A sparse Fourier transform, where each graph signal is reconstructed with at most s1 eigen-
vectors thanks to an Orthogonal matching pursuit algorithm [45].

• A graph filtering method [46] which consists of an optimization problem. It provides a smooth
approximation of the original noisy signal, the strength of the smoothing being controlled by
a tuning parameter α.

4.2.4 Calibration & parameters

For all methods, we compute a grid search to find the best performances. The parameter s1 = 5
is set to obtain the highest nRSE-db score with the sparse Fourier method for 20% and 50% of
corrupted data. For the DSMH method, we keep s1 = 5 and the parameter s2 = 7 is optimized to
obtain the highest score. Concerning the graph filtering method, the tuning parameter providing
the best results is α = 0.39.

4.3 Experiment 3: Human Action Recognition (HAR)

In this experiment, we evaluate the ability of the proposed method to provide effective features for
Human Action Recognition and we compare with state-of-the-art approaches.

4.3.1 Datasets

We present here the 3 databases used for this experiment. All these datasets are widely used for
the HAR task.

UTKinect-Action3D (UTK) [7] : 199 data samples captured with a single stationary Kinect
camera. The dataset contains the 3D positions of 20 skeleton joints for 10 different actions (carry,
clap hands, pick up, pull, push, sit down, stand up, throw, walk, wave hands) performed twice by
10 subjects.

MSR-Action3D (MSR) [47] : most common database for 3D action recognition, containing
557 motion sequences captured by a depth-camera [4]. We have access to the positions of 20 skeleton
joints for 20 actions (bend, draw circle, draw tick, draw x, forward kick, forward punch, golf swing,
hand catch, hand clap, hammer, high arm wave, high throw, horizontal arm wave, jogging, pick up
and throw, side boxing, side kick, tennis serve, tennis swing, two-handwave) repeated 2 or 3 times
by 10 subjects.
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Florence-Action3D (F3D) [48] : 215 data samples captured with a stationary Kinect sensor.
Unlike the two previous databases, it uses the positions of only 15 skeleton joints. The 9 activities
(wave, drink from a bottle, answer phone, clap, tight lace, sit down, stand up, read watch, bow) are
performed 2 or 3 times by 10 subjects.

4.3.2 Method

As in [24] we use the positions of the body joints to tackle the HAR task2. By applying the DSMH
method on this position signal we obtain activation matrices that are used to extract feature vectors.
The construction of the features relies on a temporal pyramid procedure (TPM) [50]3. Then, these
features are fed to a linear SVM classifier trained with a leave one-subject-out validation scheme.

4.3.3 Comparison with state-of-the-art approaches

We evaluate performance in gesture recognition with 2 different graphs as well as two different
methods to construct the features. The first graph is the weighted graph proposed in Section 3.2.
The second one is a spatio-temporal graph constructed as in [24]. Concerning the 2 approaches
to obtain motion representations, we aim to compare the DSMH method with a Graph Fourier
Transform method that uses the Fourier basis as an analytical dictionary to approximate graph
signals. In the end, the different combinations of graphs and methods to obtain features lead to 4
different configurations:

• Spatio-temporal Graph + GFT: this approach is similar to the one presented in [24].

• Spatio-temporal Graph + DSMH: this approach is a mix between the DSMH method
and the graph proposed in [24].

• Weighted Graph + GFT: it corresponds to the use of the GFT with the weighted spatial
graph proposed in this article.

• Weighted Graph + DSMH: it corresponds to the approach presented in this article, i.e.
double sparsity method with a weighted spatial graph.

4.3.4 Calibration & parameters

The DSMH method is applied with Nw = 5 wavelets and parameters s1 = 3, s2 = 5, and L = 10.
The spatio-temporal graph is constructed with a temporal line composed of 2 nodes. Concerning
the construction of the features, the value of the maximum pyramid level for the TPM procedure
is set to M = 2 whatever the Recognition method and the regularization parameter of the SVM
classifier is left equal to 1.

2One of the body joints is taken as a reference [49], so that the processed graph signals are vectors containing the
distance of each joint from the fixed one.

3In addition we separate the positive and negative activations for each super-atom so that we double the number
of super atoms in our dictionary.
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Figure 4: DSMH dictionaries obtained to reconstruct the matrices Yx, Yy, Yz in the case of elevation
movements of the right arm, left arm and both arms in the scapular plane. The parameters chosen
are the following : s1 = 3, s2 = 5 and L = 10. Each line corresponds to a space dimension and the
super-atoms are ordered by decreasing total contribution to the reconstruction.

5 Results and discussion

We present here the results obtained for the 3 experiments detailed in the previous section. The
first part is dedicated to the analysis of upper limb elevations from the Arm-CODA dataset. In
particular we display the DSMH dictionary and the timelines obtained on this database, and we
assess the robustness of the method with Inter/Intra-subjects distances. Then, we evaluate the
performance of the DSMH method on the denoising task and the HAR task.

5.1 Experiment 1: Analysis of upper limb elevations

5.1.1 DSMH dictionary

Figure 4 shows the super-atoms obtained by applying the DSMH method on elevation movements
of the right arm, the left arm and both arms in the scapular plane. We have a DSMH dictionary
of size 10 for each dimension of space, and each super-atom is a graph signal with colors indicating
the velocity of the different body joints. We recall that the z-axis is oriented upward so that the
elevation movement is mostly performed along this axis. At each instant, a combination of these
super-atoms allows to approximate the velocity profile along a given direction of the space. For
this reason, we will also use the term behavioral atoms to designate the super-atoms of the DSMH
dictionary.

In Figure 4, the super-atoms are ordered by decreasing activation percentage, so that the first
super-atoms are the ones that contribute the most to the signal reconstruction on the whole
database. To know the value of the activation percentage for each super-atom, we can refer to
the Figure 5, where an activation histogram is plotted for each dimension of space.

We start by looking at the super-atoms that are the most used on the whole database. Along
the z-axis, we notice that the super-atoms 0, 1 and 2 have a particularly important contribution
compared to the rest of the dictionary (Fig 5). This remark is also valid for the super-atoms

14



Figure 5: Activation percentage of each super-atom along the x, y and z-axis.

corresponding to the y-axis. For the x-axis it is especially super-atoms 0 and 1 that stand out from
the rest of the dictionary.

We can look at these super-atoms in more detail by studying the corresponding graph signals
in Figure 4. Along the z-axis, the super-atom 0 is a symmetrical atom with the two arms colored
in blue, which correspond to a negative velocity signal. This bilateral super-atom can typically
be used to reconstruct an elevation of both arms, with a negative activation during the ascending
phase and a positive activation during the descending phase. Concerning the super-atoms 1 and 2,
we can describe them as unilateral super-atoms as there is a higher velocity signal on one of the
two arm. Thus, the super-atom 1 could for example be used to reconstruct a right arm movement,
while the super-atom 2 could be used to approximate a left arm elevation. Similar observations can
be made for the most used super-atoms along the x and y-axis. This first result is consistent with
the analyzed movements which include right arm, left arm, and both arm elevations.

Some super-atoms are similar to the most used super-atoms described above. For example, the
super-atoms 3 and 6 for the z-axis are bilateral graph signals just like the super-atom 0. Nevertheless,
these 3 graph signals are not identical and present differences in the velocity intensity on the nodes
located on the forearms. These subtle differences should be noted because with such a small
dictionary size the obtained super-atoms are constructed in order to approximate the signal as well
as possible, and must therefore characterize significant phenomena.

Among the other behavioral atoms in the DSMH dictionary, some have very localized velocity
signals on the graph, i.e. only a few nodes carry a significant velocity. We can for example mention
super-atoms 6 and 9 for the x-axis, super-atoms 8 and 9 for the y-axis as well as super-atoms 5,
8 and 9 for the z-axis. Some of them, such as super-atom 9 for the y-direction, have a localized
velocity signal on a single node located on the left clavicle. These super-atoms are linked to outliers
in the dataset because it corresponds to sensors that are sometimes hidden from the cameras. In
the Figure 5, we can see that the super-atom 9 along the y-axis has a much lower total contribution
than the others because it is only used occasionally.

5.1.2 Timelines

In Figure 7, we have plotted timelines for subjects A, B, C and D whose characteristics are given
in Table 1. Figure 7a indicates the most used super-atoms and Figure 7b indicates the 2nd most
used super-atoms over time.

First, we can note that the 1st activation timelines (Fig. 7a) are quite similar from one subject
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(a)

(b)

Figure 6: (a) Activation of each super-atom along the z-axis for a bilateral elevation. The 2 columns
correspond to different repetitions of the same movement. As detailed on the legend above, each
color is associated with a given atom of the DSMH dictionary (b) For each movement we have
plotted boxes indicating the distribution of distances between the histograms of different motion
sequences to measure the inter/intra subject variability. We have 3 figures corresponding to the 3
movements: bilateral elevation, right arm elevation and left arm elevation. For a given movement
we have two boxes per subject: a blue one for the distances between the repetitions of the same
movement for this subject, and an orange one for the distances between the movements performed
by this subject and those performed by the 15 other subjects.
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(a) 1st activation timelines

(b) 2nd activation timelines

Figure 7: Timelines indicating the super-atoms that contribute the most to the signal reconstruction
over time for subject A, B, C and D. As explained on figure 3, each color in the legend corresponds
to a given super-atom. (a) Timelines for the elevation movement of both arms, right arm and left
arm, indicating the most used super-atom over time. (b) Timelines for the elevation movement of
both arms, right arm and left arm, indicating the 2nd most used super-atoms over time.
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to another and easily distinguishable for two different movements. For the 2nd activation timelines
(Fig. 7b), we may enter into a much finer analysis of the movement. We can notice that there
are many more differences between subjects but the timelines associated with different movements
can still be identified. This suggests that this second level of activation still allows us to capture
phenomena specific to movements, and therefore deserved to be analyzed.

We can study in more detail the timelines and identify what seems to be common to all subjects.
For the bilateral elevation, we can for example note that the most used super-atoms along the x,
y, and z-axis are the super-atoms 0, which correspond to bilateral graph signals. The same kind of
observation can be done for the right and the left arm elevations : the most used super-atoms are
unilateral graph signals with velocity mostly on the left side for the left arm elevation and signal
on the right side for the right arm elevation.

Then, by carefully studying these timelines we can also notice some important variations between
subjects. Still regarding the bilateral elevation, subjects A and D use the super-atom 3 in red along
the z-axis in the middle of the movement, i.e. when the arms are about to reach the maximal
elevation and when it starts to go down. Subject B, and more particularly subject C, use super-
atom 6 along the z-axis at the beginning and at the end of their movement. This super-atom is
a bilateral graph signal similar to the super-atom 0, but the intensity of the velocity is different
for the two sensors located at the end of the forearm. Thus, the use of the super-atom 6 could be
associated with a rotation of the forearm.

To consider these differences as specific to each subject, we must verify that these patterns are
found for several repetitions of the same movement. In Figure 6a, we have plotted the activations
along the z-axis for 2 repetitions of the bilateral elevation performed by subjects A, B, C and
D. Before looking at the differences between subjects it is important to note that the activations
corresponding to the most used super-atoms are much larger than the other activations. Moreover,
we can observe that whatever the type of movement, the most used super-atom remains globally
the same over time especially when the arms are in motion. These two remarks suggest that the
1st activation could be a kind of continuous component in the movement. Concerning the patterns
specific to each subject, Figure 6a also clearly highlights the switches between the bilateral super-
atom 0 and super-atom 3 in red or super-atom 6 in green. As on the 1st activation timelines,
subjects A and D switch to super-atom 3 in the middle of their motion while subject B continues to
use super-atom 0. In the end, the patterns visible on the 1st activation timelines are well noticeable
on the different repetitions of the same movement in Figure 6a. This is encouraging regarding the
robustness of the method and this suggests that we have identified significant differences between
subjects.

5.1.3 Inter/Intra-subject distances

In order to better quantify the differences between subjects and to validate the robustness of our
motion representations we have plotted on figure 6b the inter/intra-subject distances between the
activation histograms presented in Section 4.1.2.

Concerning bilateral elevations, the intra-subject distances are all at least lower than the first
quartile of the inter-subject distribution. It means that the features obtained for a subject who
repeats the same movement twice are closer than the features of two movements performed by
different subjects. This result suggests that the method to build our motion representations is
robust. On the other hand, these box plots allow us to better quantify the differences between
subjects. For example, subject B, for which we had noted some differences with the other subjects
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Figure 8: nRSE-db obtained for 20% and 50% of corrupted samples with the following 3 methods:
the double sparsity method (s1 = 5, s2 = 7, L = 10), the graph filtering method (α = 0.39), and
the sparse Fourier method (s1 = 5).

(use of super-atoms 1 and 2 in the first activation and use of super-atom 4 in the second activation
along the x-axis), seems to be the one that differs the most from the other subjects. Indeed, the
upper fence and the median of the distance distribution between this subject and the other subjects
are higher than for subjects A, C, and D. Finally, we can also note that subject D seems to have
very good repeatability whatever the movement.

5.2 Experiment 2: Denoising

In this Section, we evaluate the performance of the double sparsity method for denoising skeleton-
based motion data. Figure 8 shows the nRSE-db obtained on signals with a percentage of noisy
data equal to 20% and 50%.

The DSMH method performs slightly better than the graph filtering method [46] regardless of
the noisy data percentage. As for the sparse Fourier method [45], its performance is lower than the
other two methods.

These results show that the adaptive dictionary that is built is suitable to model the dominant
phenomena in the motion sequences. In fact, it is specific enough to adapt to the motion sequences
and reconstruct well the signal.

5.3 Experiment 3: Human Action Recognition

In this section, we evaluate the performance of the proposed method to discriminate between
different motions on 3 different Action 3D datasets. Table 2 compares the 4 handcrafted Recognition
methods presented in Section 4.3.3.

On the UTK database, the DSMH method performs better whatever the graph used. In partic-
ular, the DSMH method with a weighted graph achieves the best performance with 96% accuracy
against 95% for the method inspired by the article [24]. Thus, even if the main purpose of the
DSMH method is not to tackle the HAR task, we show that it still allows to capture motion charac-
teristics that are generic enough to effectively discriminate between different actions. Appart from
that, we can also notice that the double sparsity method gives better results with a weighted graph
than with a spatio-temporal graph, while it is the opposite for the GFT method.
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Recognition Method UTK MSR F3D

Spatio-temporal Graph + GFT 95,00 % 71,45 % 82,63 %
Spatio-temporal Graph + DSMH 95,50 % 70,14 % 78,12 %
Weighted Graph + GFT 94,97 % 70,78 % 79,76 %

Weighted Graph + DSMH 96,00 % 71,94 % 82,38 %

Table 2: Accuracy of the different Recognition methods on the HAR task

Concerning the MSR database, the performance of the DSMH method with a weighted graph
is also slightly better with 71.94% accuracy against 71.45% for the GFT method with a spatio-
temporal graph.

Finally, the performances on the F3D database are slightly higher by 0.25 % for the method
proposed in [24] compared to the method proposed in this paper. As with the 2 other databases, the
performance of the DSMH method is better using a weighted spatial graph, while the performance
of the GFT is better with a spatio-temporal graph.

In the end, we have shown that the DSMH method provides comparable performance to other
handcrafted recognition methods, although it was not specifically designed for the HAR task.

We also include a comparison with 4 deep-learning methods based on GCNs: ST-GCN (2018)
[11], Deep STGCK (2018) [51], GR-GCN (2019) [52] and shift-GCN (2020) [53]. Each of these
methods has its own characteristics, but they all rely on a spatio-temporal graph and a GCN to
model dependencies and classify actions. The comparison is firstly done on the three datasets used
previously. The results presented in Table 3 are reported from the literature and it should be noted
that validation scheme is not always the same as the one we used in our study. As deep learning
methods require more training data to achieve better performance, they are often employed with
data augmentation procedures. This is the case for the methods GR-GCN and Deep STGCK ,
which outperform the DSMH approach on the UTK and F3D datasets. However, without data
augmentation, such methods may perform significantly worse. This is demontrated by the ST-
GCN’s accuracy of 27.64% on the MSR dataset with cross-subject validation, while the DSMH
method has an accuracy of 71,94 % with a LOOCV validation scheme.

Additionally, we tested our DSMH approach on the ntu cs mini dataset introduced in [15]. The
latter is a small database extracted from the NTU RGB+D [54], that contains 4 subjects performing
6 daily actions. The ST-GCN and Shift-GCN methods achieve higher performance than the DSMH
approach (with parameters s1 = 10, s2 = 12, L = 15). However, comparing these results remains
challenging due to the significant difference in parameter count. In fact, these two GCNs methods
use 220k and 3M parameters, while our approach only uses around 100 parameters.

6 Conclusion

The main results of this article can be summarized as follows. We have proposed the use of the
double sparsity method within a Graph signal processing framework for skeleton-based motion
data analysis. We have shown that this approach can be used on real data of upper limb elevation
from the Arm-CODA database. The DSMH dictionary and the timelines obtained showed the
interest of the method to analyse the human motion. In addition, the inter/intra subject distances
computed from the activation vectors have highlighted the robustness of the proposed method, and
have suggested that the movement could be composed of a ”core” and a ”style”. Finally, we have
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Recognition Method UTK MSR F3D ntu cs mini # Param.

ST-GCN [11,14,15] - 27.64 (CS) - 71,53 (CS) 3.08M
GR-GCN [52] 98,5 - 98,4 -
Deep STGCK [51] - - 99,1 -
shift-GCN [15,53] - - - 60.00 (CS) 0.22M

DSMH 96,5 71,94 82.38 56,25 (CS) ∼ 102

Table 3: Reported accuracies of GCN Deep-learning methods on the HAR task. Results in grey
were obtained with data augmentation procedures. All the accuracies correspond to a LOOCV
validation scheme, except for the ntu cs mini dataset and for the ST-GCN method on the MSR
dataset for which a Cross-Subject (CS) validation was used.

illustrated two possible applications of the method on ”real-world” problems: The denoising task for
which we have obtained better results than a state-of-the-art graph filtering method, and the human
action recognition task for which we have obtained results comparable to those of state-of-the-art
methods.

The motion representation proposed in this article can be dedicated to different types of analysis.
First, histograms can be used to quantitatively compare movements. The computation of inter/intra
subject distances was important to evaluate the robustness of the method but this metric can also
be used to perform inter-individual comparisons. Concerning clinical applications, we can think
about the early detection of pathological movements, as well as longitudinal studies and patient
follow-up [2,55,56]. Moreover, the timelines can be used to make qualitative comparisons between
subjects. These features have the advantage of being compact while being very informative. The
temporal information provided by the timeline is crucial to analyze the human motion. It can be
used to identify patterns that are present in the motion sequences of different subjects. The fact
that a given pattern is noticeable on the different repetitions of the same elevation for a given
subject and not for others suggests that we have identified different movement strategies. In the
end, both the histograms and the timelines suggest that there are similarities between movements
performed by different subjects. Thus, it would be interesting to go further in the study of these
motion representations, in order to answer more fundamental questions about human motion, in
particular concerning the “style” [17–20].
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