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Abstract. Time series analysis based on recurrent patterns, also called
motifs, has emerged as a powerful approach in various domains. However,
uncovering recurrent patterns poses challenges and usually requires ex-
pert knowledge. This paper introduces an interactive version of the Per-
sistentPattern algorithm (PEPA), which addresses these challenges by
leveraging topological data analysis. PEPA provides a visually intuitive
representation of time series, facilitating motif selection without needing
expert knowledge. Our work aims to empower data mining and machine
learning researchers seeking deeper insights into time series. We provide
an overview of the PEPA algorithm and detail its interactive version,
concluding with a demonstration of abnormal heartbeat detection.
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1 Introduction

Time series representations, based on their recurrent patterns, have found suc-
cess across various machine learning tasks and domains. Application examples
include forecasting energy consumption [3] or stock trends [6], identifying ab-
normal heartbeats [1], and uncovering physiological behaviors [2]. Pattern-based
representations enhance scalability and generalization of machine learning algo-
rithms while retaining insightful information about the time series.

However, the initial task of retrieving recurrent patterns and their occur-
rences poses challenges [7]. Known as motif discovery, several algorithms have
been proposed to solve this task [7], many of which exhibit quadratic time com-
plexity in the length of the time series. These algorithms typically rely on three
parameters: the number of motifs to discover, the length of motifs, and a similar-
ity threshold between motif occurrences. Yet, setting these parameters without
expert knowledge often involves time-consuming trial-and-error strategies [7].

In a recent work [5], we introduced the PersistentPattern algorithm (PEPA)
which discovers motifs of variable lengths. PEPA addresses the limitations of
prior algorithms by postponing the step of setting the number of motifs and
the similarity threshold. The algorithm first summarizes a time series with a
persistence diagram, a key data representation in topological data analysis. This
diagram offers an intuitive and visual summary of time series, facilitating motif
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Fig. 1. Workflow of the PersistentPattern algorithm

selection. Furthermore, PEPA effectively retrieves motifs from the persistence
diagram using an algorithm with linear time complexity.

Thanks to its visual interpretation and efficiency, we present an interactive
version of PEPA algorithm, enabling extensive exploration of time series recur-
rent patterns. Our target audience includes data mining and machine learning
researchers seeking to deepen their understanding of the structural properties of
some time series or to collect recurrent patterns.

In contrast, a prior system [8] relied on a grammar induction algorithm,
necessitating a symbolic time series. However, motif discovery sensitivity to this
discretization [5] demands expert tuning.

In what follows we briefly present PEPA algorithm and detail the operating
system of its interactive version. We conclude with a system demonstration show-
casing the detection of abnormal heartbeats from an electrocardiogram (ECG).

2 System overview

PersistentPattern (PEPA): The algorithm relies on a graph to encode the
structural relationships between all subsequences of a time series. It also uses
persistent homology to identify and isolate motifs. PEPA can be broken down
into three steps illustrated in Figure 1:

1. From time series to graph, Fig.1-1: Transforms a time series into a
graph where nodes are subsequences and edges are weighted with a distance
between subsequences. The distance function dϵ : Rl × Rl 7→ [0, 2] is the
Euclidean distance between (ϵ ∈ {LT,Z})-normalized subsequences [4].

2. Graph clustering with persistent homology, Fig.1-2.a-b: Identifies
clusters representing motifs from the persistence diagram and separates them
from irrelevant parts of the time series with two thresholds (red lines).

3. From clusters to motif sets, Fig.1-3: Merges temporally adjacent sub-
sequences in each cluster to form the variable length motifs.

Interactivity & Interpretability: The persistence diagram interprets the
structure of the time series: motifs are represented by points in the top-left
corner, while irrelevant parts of the series are situated on the right, and motif
subdivisions are located in the lower-left corner. Motifs are efficiently retrieved
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Fig. 2. Interface, the user has discovered normal and abnormal heartbeats in an ECG.

from the persistence diagram (steps 2.b & 3) when motif points are isolated
with a vertical threshold and an off-diagonal one. However, motifs can be sen-
sitive to these thresholds. The threshold adjustment can be facilitated without
additional computation cost by emphasizing the visual interpretation of the per-
sistence diagram. To that end, it suffices to modify the distance function between
subsequences carefully. We introduce the (α, β)-rectified distance:

d(x, y) = 2
√
fα,β(dϵ(x, y))/fα,β(2)

where (x, y) ∈ Rl×Rl are subsequences, fα,β(x) = tanh(αβ2)+tanh(α(x2−β2))
with α ∈ R∗

+ and β ∈ [0, 2]. Intuitively, d polarizes points of the persistence dia-
grams by controlling the variability between subsequences through the distance
slope (α) and its offset at the origin (β).
Operating system: The system is implemented in Python with the Dash li-
brary. It is accessible from a webpage1 or can be run locally2. Following PEPA’s
workflow, the user interface is divided into three blocks, Figure 2:

– Upper block (red): Associated with step 1, the user uploads a time series,
sets parameters related to the graph construction, and runs it.

– Middle left block (green): Associated with step 2, it is the core interactive
component of the system. The user can modify the distance function and set
the threshold from the resulting persistence diagram.

– Middle right & lower blocks (blue): Associated with step 3, the lower
block displays the time series and highlights the discovered motifs. The
middle-right block displays motifs individually.

After step 1, the system stores the time series, the graph, and the persistence
diagram. These elements allow smooth back and forth between steps 2 and 3,
1 Webpage: https://persistent-pattern-discovery.onrender.com
2 Github: https://github.com/thibaut-germain/Persistent_Pattern_Discovery_App

https://persistent-pattern-discovery.onrender.com
https://github.com/thibaut-germain/Persistent_Pattern_Discovery_App
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providing a playground for deepening the user’s knowledge about the time series.
We also provide detailed guidelines and information in the system itself.

3 Use case: Detection of abnormal heartbeats in an ECG

The dataset MIT-BIH3 compiles ECGs from patients experiencing premature
ventricular contractions (PVCs). In Figure 2, we explore a 16-second segment of
a recording. Here, the distance parameters are automatically adjusted using the
Spread button to evenly distribute points across the x-axis in the persistence
diagram. The persistence diagram suggests two motifs and a clear distinction be-
tween motifs and irrelevant sections. By clicking on the Automatic cut button,
the user ran a heuristic to set both thresholds [5]. The signal and the displayed
motifs reveal that the red motif corresponds to normal heartbeats, while the blue
motif corresponds to abnormal ones accounting for PVCs. A "normal" heartbeat
has not been discovered; its persistent representation corresponds to the clos-
est points at the right of the vertical threshold. The system’s responsiveness
enables quick threshold adjustment for accurate discovery. We also provide a
demonstration video4.
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