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ABSTRACT

This paper describes a fast and efficient template-based

chord recognition method. We introduce three chord mod-

els taking into account one or more harmonics for the notes

of the chord. The use of pre-determined chord models en-

ables to consider several types of chords. After extracting

a chromagram from the signal, the detected chord over a

frame is the one minimizing a measure of fit between the

chromagram frame and the chord templates. Several pop-

ular measures in the probability and signal processing field

are considered for our task. In order to take into account

the time persistence, we perform a post-processing filter-

ing over the recognition criteria.

1. GENERAL IDEA

Given N successive chroma vectors {cn}n, K chord tem-

plates {pk}k and a measure of fit D, we define :

dk,n = D (hk,n cn;pk) . (1)

hk,n is a scale parameter whose role is to fit the chroma

vector cn with the chord template pk according to the mea-

sure of fit used. In practice, hk,n is calculated such as :

hk,n = argmin
h

D (h cn;pk) . (2)

The detected chord k̂n for frame n is then the one min-

imizing the set {dk,n}k
:

k̂n = argmin
k

{dk,n} . (3)

In our system, the chroma vectors are calculated from

the music signal with the same method as Bello & Pickens

[1]. The frame length is set to 753 ms and the hop size is

set to 93 ms. We use the code kindly provided by these

authors.
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Figure 1. Chord templates for C major / C minor with 1, 4

or 6 harmonics.

2. CHORD MODELS

The intuitive chord model is a simple binary mask consti-

tuted of 1’s for the chromas present in the chord and 0’s for

the other chromas [2], [3].

Yet, the information contained in a chromagram cap-

tures not only the intensity of every note but a blend of in-

tensities for the harmonics of every note. Like Gomez [4]

and Papadopoulos [5], we assume an exponentially de-

creasing spectral profile for the amplitudes of the partials.

An amplitude of 0.6i−1 is added for the ith harmonic of

every note in the chord.

In our system three chord models are defined, corre-

sponding to 1, 4 or 6 harmonics. Examples for C major

and C minor chords are displayed on Figure 1.

From these three chord models we can build chord tem-

plates for all types of chords (major, minor, dominant sev-

enth, diminished, augmented,...). By convention in our

system, the chord templates are normalized so that the sum

of the amplitudes is 1.



3. MEASURES OF FIT

We consider for our recognition task several measures of

fit, popular in the field of signal processing.

The Euclidean distance (EUC) defined by

DEUC (x|y) =

√

∑

i

(xi − yi)
2

(4)

has notably already been used by Fujishima [2] for the

chord recognition task.

The Itakura-Saito divergence defined by

DIS (x|y) =
∑

i

xi

yi

− log

(

xi

yi

)

− 1 (5)

is a measure of fit between two spectra, popular in the

speech community. Since it is not symmetrical, it is not

a distance and it can therefore be calculated in two ways.

DIS (hk,n cn|pk) is referred as IS1 and DIS (pk|hk,n cn)
as IS2.

The Kullback-Leibler divergence measures the dis-

similarity between two probability distributions. In the

present paper we use the generalized Kullback-Leibler di-

vergence defined by

DKL (x|y) =
∑

i

xi log

(

xi

yi

)

− xi + yi. (6)

Just like the Itakura-Saito divergence, the Kullback-Leibler

divergence is not a distance so that we can build two mea-

sures of fit : DKL (hk,n cn|pk) (KL1) and DKL (pk|hk,n cn)
(KL2).

4. FILTERING METHODS

In order to take into account the time-persistence, we intro-

duce some post processing filtering methods which work

upstream on the calculated measures and not on the se-

quence of detected chords.

The new criterion d̃k,n is based on L successive val-

ues {dk,n′}
n−L−1

2
≤n′≤n+

L−1

2

previously calculated. In

our system two types of filtering are used.

The low-pass filtering takes the mean of the L values.

It tends to smooth the output chord sequence and to reflect

the long-term trend in the chord change.

The median filtering takes the median of the L values.

It has been widely used in image processing and is partic-

ularly efficient to correct random errors.

In every case, the detected chord k̂n on frame n is the

one that minimizes the set of values
{

d̃k,n

}

k
:

k̂n = argmin
k

{

d̃k,n

}

(7)

5. INTRODUCTION OF OTHER CHORD TYPES

The simplicity of our chord models allows to easily intro-

duce other types of chords than major and minor, such as

dominant seventh, diminished, augmented, etc. Once the

chords have been detected with their appropriate models,

they will then be mapped to the major and minor following

the same rules already used for the annotation files [6].

6. MIREX SUBMISSION

Our system can work with many parameter sets [7] and

types of chord considered [8]. Our MIREX submission de-

tects the major, minor and dominant seventh chords, with

the Kullback-Leibler divergence KL2, the single harmonic

chord model and the median filtering with L = 17.
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